


Overview

The 12th International Symposium on Medical Information and Communication Technology, ISMICT 2018, aims to
establish a forum to present new research and development results, exchange ideas, discuss practices, and share
experiences among Technology and Medicine sides, including healthcare, wellness, clinical therapy, and surgery, as
well as ICT, mechanical, and biomedical engineering.

Moreover, activities of standard, regulation and business for medical ICT devices, systems and services will be
promoted by national and international government and industry.

The Symposium is technically co-sponsored by IEEE Communications Society and Engineering in Medicine and Biology
Society.
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Welcome Message

It is my great pleasure to welcome the participants of ISMICT 2018 to Sydney, Australia. It is our honour and pleasure
to host this conference for the first time in Australia and to continue to enhance the prestige of this conference.

ISMICT 2018 features:

• Keynote addresses by eminent speakers from around the world
• Health Data Panel
• Medical Device Regulatory Science Workshop
• Special Session on Emerging Technologies in Biomedical Devices
• Technical Sessions on key topics

I would like to thank the Organising Committee and the TPC Members for their hard work that ensured high quality of
the papers accepted to the conference. I would also like to thank the Steering Committee Co-Chairs, Prof. Ryuji
Kohno and Prof. Jari Iianatti, for providing invaluable advice on many important issues.

I would like to thank CWC Nippon and University of Technology Sydney for their generous patronage.

I hope that you and your partners will enjoy the best that Sydney and Australia can offer and that you will have fond
memories of the conference when you return home.

Prof. Eryk Dutkiewicz
ISMICT 2018 General Chair
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Keynote Speech

Keynote Speakers

Speaker 1:

Title: Medical Healthcare Big Data Mining and Managing by
Integrated ICT and Data Science for Regulatory and Commercial
Uses

Speaker: Professor Ryuji Kohno, Director, Centre of Medical Information and
Communication Technology, and Professor, Division of Physics, Electrical &
Computer Engineering, Yokohama National University, Japan

Abstract: Personal vital data should be primarily employed for their owners' medical healthcare and wellness in a
sense of primary use. EHR and EMR have been developed and applied for medical health record for medical analysis
and therapy because a huge size of citizens' vital data can be easily collected with less load of medical staffs and be
useful for medical research and clinical activities including regulatory compliance exam for drags and medical devices.
To collect various vital data, medical wireless body area network (BAN) has been researched and developed to be a
medical platform by connecting with medical database, registry or repository through cloud network for network
therapy and remote medicine and international standard of medical BAN IEEE802.15.6 was established in February
2012. Such a medical platform of BAN, cloud network and data mining server could be a key subject of research and
social services to be discussed in a field of medical ICT. There are a lot of research subjects for such a medical
platform such as (1) network architecture and database management, (2) security and dependability, (3) regulatory
compliance, (4) secondary use of medical big data. This talk will address technical aspects in (1) and (2) in a term of
enhanced dependability and security of medial networking and data mining technologies, and regulatory aspects in (3)
and (4) in a term of cyber physical security and authentication for medical personal data and compliance of medical
data uses. It may cover a latest status report of activities of MDD, IVDD and AIMD in EU, CFDA and CFE in China,
FDA in USA and PMDA in Japan.

Speaker Bio: Ryuji Kohno received the Ph.D. degree from the University of Tokyo in 1984. Since 1998 he has been a
Professor and the Director of Centre on Medical Information and Communication Technology, in Yokohama National
University in Japan. In his currier he played a part-time role of a director of Advanced Telecommunications Laboratory
of SONY CSL during 1998-2002, directors of UWB Technology and medical ICT institutes of NICT during 2002-2012.
Since 2012 he is CEO of University of Oulu Research Institute Japan - CWC-Nippon Co. Since 2007 he has been a
distinguished professor in University of Oulu in Finland and since 2014 a director of Kanagawa Medical Device
Regulatory Science Centre. He was a member of medical devices committee in PMDA during 2012-2014 and the
Science Council of Japan since 2006. He was a member of the Board of Governors of IEEE Information Theory Society
in 2000-2009, and editors of IEEE Transactions on Communications, Information Theory, and ITS. He was Vice-
president of Engineering Sciences Society of IEICE during 2004-2005, Editor-in chief of the IEICE Trans.
Fundamentals during 2003-2005. He is a founder of series of international symposia of medical information and
communication technologies (ISMICT) since 2006.

Speaker 2:

Title: The Power of Diversity - Examining non-traditional data in
Health.

Speaker: Dr. Ian Oppermann, Chief Data Scientist, NSW Government and CEO
of the NSW Data Analytics Centre, Australia.

Abstract: Industries had used data analytics to achieve impressive results in the personalisation of services and create
greater customer intimacy. In the broad area of health, advances in non-medical data analysis have led to improved
understanding of patient flow and resource management. By casting a wide net and considering a diverse range of
data sets, we can see the first steps in the transformation from health being sickness management to wellness
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management. This presentation will highlight some real world examples from NSW.

Speaker Bio: Dr. Ian Oppermann is the NSW Government's Chief Data Scientist and CEO of the NSW Data Analytics
Centre. Ian has 25 years' experience in the ICT sector and, has led organizations with more than 300 people,
delivering products and outcomes that have impacted hundreds of millions of people globally. He has held senior
management roles in Europe and Australia as Director for Radio Access Performance at Nokia, Global Head of Sales
Partnering (network software) at Nokia Siemens Networks, and then Divisional Chief and Flagship Director at CSIRO.
Ian is considered a thought leader in the area of the Digital Economy and is a regular speaker on "Big Data",
broadband enabled services and the impact of technology on society. He has contributed to 6 books and co-authored
more than 120 papers which have been cited more than 3500 times. Ian has an MBA from the University of London
and a Doctor of Philosophy in Mobile Telecommunications from Sydney University. Ian is a Fellow of the Institute of
Engineers Australia, a Fellow of the IEEE, a Fellow of the Australian Academy of Technological Sciences and
Engineering, is Vice President of the Australian Computer Society, and a graduate member of the Australian Institute
of Company Directors. Ian is also president of the Australia National Committee of the IEC and president of the JTC1
strategic advisory committee in Australia.

Speaker 3:

Title: Innovations in Health Technologies and data analytics for
remote monitoring. Business models and regulatory issues.

Speaker: Professor Branko Celler, Emeritus Professor at UNSW, Australia.

Abstract: The irresistible digitization of our lives coupled with the innovative application of analytics have led to
astonishing changes in the way we understand the world, the services we create and how we connect. It can also
allow us to tackle some of the biggest problems we face in the environment, food security and dealing with a growing
and aging population. This presentation highlights some of the opportunities and challenges of living in a digital world.

Speaker Bio: Professor Celler is internationally recognized as an innovator and pioneer in the development and use of
biomedical software and instrumentation for the telemonitoring of chronically ill patients at home. He was Head of
School of Electrical Engineering at UNSW for nine years and established the Biomedical Systems Laboratory which was
successful in winning more than $15m in competitive grants. He has an abiding and on-going interest in supporting
health and socio-economic development of rural and remote communities through the smart use of ICT. Prof Celler
has previously held positions as Executive Dean of the College of Health and Science at Western Sydney University
and Chief Scientist at the CSIRO ICT Centre. He is a Fellow of the IEEE and a Fellow of the Australian Academy of
Technological Science and Engineering and an inaugural Fellow of the Australian College of Health Informatics. He has
published more than 200 Journal Articles and Refereed Conference Proceedings. In 2006 Prof. Celler established a
start-up company Telemedcare Pty Ltd which now operates internationally and is respected for its innovation and
excellence in telehealth. Professor Celler is Emeritus Professor and an active researcher at the University of New South
Wales.

Speaker 4:

Title:The doable, conceivable and improbable of health analytics.

Speaker: Dr. Federico Girosi, Assoc. Prof. at School of Medicine, Western
Sydney University, Australia.

Speaker Bio: Federico Girosi is an Associate Professor of Population Health at the School of Medicine, Western Sydney
University and the Head of Research of the Health Market Quality program of Capital Markets CRC. Dr. Girosi is a
health economist and a data scientist whose interests span a wide range of topics. He is currently working in
collaboration with federal and state organizations, as well as the private sector, on projects that apply data analytics
to the solution of problems of immediate interest. Examples of his current projects include the development of a
microsimulation for the prediction of health and health care utilization under different policy scenarios, the detection
of clusters and anomalies in health trajectories, the design of customizable catchment areas and the analysis of the
Australian hospital payment system. He is also a Principal Investigator in three NHMRC sponsored project grants. Dr.
Girosi earned a Ph.D. in Health Policy from Harvard University in 2003 and worked 8 years at the RAND Corporation
(Santa Monica, U.S.A.). He also holds a Ph.D. in Physics from the University of Genoa, Italy, and conducted research

x



for 10 years at the Artificial Intelligence Laboratory at the Massachusetts Institute of Technology (MIT) in the areas of
machine learning and computer vision. Dr. Girosi has published in a number of peer-reviewed international journals,
including the New England Journal of Medicine, Health Affairs, Nature, Science and the Proceedings of the Institute of
Electrical and Electronics Engineers. He is also the author of a book, published by Princeton University Press in 2008
and co-authored by Gary King, entitled "Demographic Forecasting".

Speaker 5:

Title: Precision Medicine: Combining Electronic Health Records,
Genomics, Wearable and Sensor Data.

Speaker: Dr. Lucila Ohno-Machado, Professor of Medicine and Founding Chair,
Health System Department of Biomedical Informatics, University of California
San Diego.

Abstract: Integrating different types of health data has the potential to fill important: individuals can better
understand their health status and healthcare providers can provide better care for their patients. To build effective
predictive models, it is necessary to have data on a large number of individuals. The All of Us Research Program
(formerly known as Precision Medicine Initiative) has started to recruit participants across the USA. I will describe the
California Precision Medicine Consortium, which is awarded by the All of Us Research Program. Our goal is to recruit
about 100,000 participants to compose a diverse cohort of 1 million people for the next 10 years. Researchers from
anywhere will be able to compute with the data. This effort intersects several disciplines, from informatics to genetics
to epidemiology. It Is expected that engineers will play a significant role in designing and managing the computational
environments for the program as well as integrating data from wearables and other sensors.

Speaker Bio: Lucila Ohno-Machado, MD, MBA, PhD Received her medical degree from the University of São Paulo and
her doctoral degree in medical information sciences and computer science from Stanford. She is Associate Dean for
Informatics and Technology, and the founding chair of the Health System Department of Biomedical Informatics at
UCSD, where she leads a group of faculty with diverse backgrounds in medicine, nursing, informatics, and computer
science. Prior to her current position, she was faculty at Brigham and Women's Hospital, Harvard Medical School and
at the MIT Division of Health Sciences and Technology. Dr. Ohno-Machado is an elected fellow of the American College
of Medical Informatics, the American Institute for Medical and Biological Engineering, and the American Society for
Clinical Investigation. She serves as editor-in-chief for the Journal of the American Medical Informatics Association
since 2011. She directs the patient-centered Scalable National Network for Effectiveness Research funded by PCORI
(and previously AHRQ), a clinical data research network with over 24 million patients and 14 health systems, as well
as the NIH/BD2K-funded Data Discovery Index Consortium. She was one of the founders of UC-Research eXchange, a
clinical data research network that connected the data warehouses of the five University of California medical centers.
She was the director of the NIH-funded National Center for Biomedical Computing iDASH (integrating Data for
Analysis, ‘anonymization,' and Sharing) based at UCSD with collaborators in multiple institutions. iDASH funded
collaborations involving study of consent for data and biospecimen sharing in underserved and under-represented
populations.
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Monday, March 26

Monday, March 26, 09:00 - 10:30

K1: Keynote 1

Room: Harris
Chair: Ren Ping Liu (University of Technology Sydney, Australia)

Opening: Prof. Eryk Dutkiewicz, University of Technology Sydney, Australia

Speaker: Prof. Branko Celler, University of New South Wales, Australia

Title: Innovations in Health Technologies and data analytics for remote monitoring. Business models and regulatory issues

Speaker: Dr. Federico Girosi, Western Sydney University, Australia

Title: The doable, conceivable and improbable of health analytics

Monday, March 26, 10:30 - 11:00

F1: Morning Tea

Room: Foyer

Monday, March 26, 11:00 - 12:00

P1: Panel: "Should you care about your health data? How to provide
privacy-aware solutions for data collection?"

Room: Harris
Chairs: Zenon D Chaczko (University of Technology, Sydney & SEDE, Australia), Valérie Gay (University of

Technology Sydney, Australia)

Panelists:

Prof. Branko Celler, University of New South Wales, Australia

Dr. Federico Girosi, Western Sydney University, Australia

Prof. Prasuna Reddy, University of Technology Sydney, Australia

Assoc. Prof. Gyorgy Hutvagner, University of Technology Sydney, Australia

Monday, March 26, 12:00 - 12:30

O1: Students Posters Session

Room: Harris

12:00 Body-to-Body Communication: Applications, System Design Aspects and Performance
Evaluation

Rida Khan (Tallinn University of Technology, Estonia & Istanbul Technical University, Turkey);
Muhammad Mahtab Alam (Tallinn University of Technology, Estonia)
Wireless body area networks (WBANs) contain set of wearable and/or implantable sensors that are located in, on, around or in
immediate proximity to the human body. WBANs have immensely attracted the research efforts of scientific community due to
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their current and prospective applications in different walks of life. The fundamental concept of WBANs can be developed into
future body-to-body (B2B) communication systems by attaining the existence of multiple co-located WBANs as well as their
mutual coordination and communication. The huge scope of challenges and potential applications (i.e., sports and fitness,
rescue and critical operations etc.) associated with body to body communication has led to many publications. On the other
hand, a thorough characterization of B2B propagation channels is the foremost step whether the purpose is minimizing the
interference from neighboring WBANs or maintaining a good quality communication link between adjacent WBANs. Therefore,
we highlight different candidate applications of B2B communication systems and present a thorough investigation of various
B2B channel models. Moreover, several physical and medium access control (MAC) parameters are enlisted and discussed
with regards to their impact on packet reception rate (PRR) performance in B2B communication systems

12:10 Performance Comparison of Routing Protocols for Vital Data Monitoring from a Large
Number of Exercisers

Atsushi Niino, Shintaro Yamaguchi, Kazuki Okita and Hiroyuki Yomo (Kansai University, Japan)
In recent years, there have been significant research effort on vital data monitoring of people playing sports, which provides
us with the information on their physical conditions and training effect. In this work, we assume a system configuration in
which sensor nodes attached to exercisers with their back-waist positions sense vital data and send them to a sink node. The
communication range of each sensor node is limited in this environment, therefore, the sensed data needs to be delivered to
the sink node through multi-hop transmissions. There have been several routing protocols developed for ad hoc and sensor
networks, however, their performances have not been evaluated in this application scenario including high node density and
mobility with specific types of exercises. In this poster, we present simulation results of several routing protocols, such as RPL
(IPv6 Routing Protocol for Low power and Lossy Networks) and OLSR (Optimized Link State Routing), when they are applied
to vital data monitoring of people playing various types of exercises. With the radio link model assuming IEEE 802.15.4g as
an employed communication standard and mobility model obtained with our experiments, we evaluate data collection rate
of the above routing protocols as well as conventional flooding. With obtained numerical results, we discuss the fundamental
challenges in multi-hop transmissions for vital data monitoring of a large number of exercisers.
pp. 1-2

12:20 Autocorrelation Based Transmission Power Control in WBANs
Hongyun Zhang (University of Wollongong, Australia); Farzad Safaei (ICT Research Institute,
University of Wollongong, Australia); Le Chung Tran (University of Wollongong, Australia)
Spurred by the autocorrelation characteristic of in the real daily life WBAN scenarios, we propose an autocorrelation-based
transmission power control (A-TPC) method to increase the transmission reliability and reduce the energy consumption. In
A-TPC, data packets from multiple sensor nodes are scheduled in TDMA-fashion. The transmission power level and the slot
scheduling are jointly optimized based on a temporal autocorrelation model. The newly proposed scheme is designed to
be compatible with IEEE 802.15.6. The channel datasets collected from real WBAN daily scenarios are imported into our
simulation model to evaluate the performance of A-TPC. Simulation results demonstrate that the A-TPC significantly improve
the transmission reliability and extend the system lifetime by reducing the energy consumption.

Presenter bio: Dr Le Chung Tran received the Bachelor of telecommunications engineering degree (with the 1st class Hon, highest
distinction) from University of Communications and Transport, and Master of telecommunications engineering degree (highest
distinction) from Hanoi University of Technology, Vietnam, in 1997 and 2000, respectively. He achieved the PhD degree in
telecommunications engineering from University of Wollongong, Australia, in 2006. From 1997 to 2005, he was a lecturer at the
University of Communications and Transport, Vietnam. From 2005 to 2006, he was an associate research fellow at the University of
Wollongong. From 2006 to 2008, he was a postdoctoral fellow at the Institute for Signal Processing, University of Luebeck, Germany,
under the Alexander von Humboldt (AvH) fellowship. He has been with the University of Wollongong since 2009 to date. Dr Tran has
achieved the World University Services awards (twice), Vietnamese Government’s doctoral scholarship, International Postgraduate
Research Scholarship, and the prestigious Humboldt postdoctoral fellowship. He is an editorial board member of the Electrical
Engineering: An International Journal, a Technical Program Committee member of 23 IEEE conferences, and a regular reviewer for a
number of international journals and conferences. He is a co-author of 59 publications, including one book and one book chapter. His
research interests include multiple-input multiple-output systems, ultra-wideband communications, space-time-frequency processing
for wireless and mobile communications, cooperative and cognitive communications, software defined radio, wireless personal area
networks, and wireless body area networks.

pp. 3-4

Monday, March 26, 12:30 - 13:30

F2: Lunch

Room: Foyer

Monday, March 26, 13:30 - 15:00

S1: Data Science in Medical and Healthcare Applications

Room: Harris
Chair: Nguyen Linh-Trung (Vietnam National University, Hanoi, Vietnam)
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13:30 A Dynamic Model Estimation Scheme for Model Predictive Control of Anesthesia Using
Recurrent Neural Network

Yoshitomo Sakuma (Yokohama National University, Japan); Ryuji Kohno (Yokohama National
University & University of Oulu, Japan)
In this paper, we proposed a dynamic estimation scheme of drug effect model for model predictive control of anesthesia.To
control anesthesia with satisfy complicated requirements to guarantee safety, using model predictive control are effective. In
the model predictive control of anesthesia, estimation accuracy using patient model are very important to guarantee control
performance and maintain value of vital during surgery into the desired range. However, the drug response to the patients
are modeled by nonlinear mathematical model and difficult to estimate using estimation algorithm for linear model. From this
point of view, we proposed recurrent neural network to estimate nonlinear model of the drug response and track dynamic
change of dose response.

Presenter bio: was born in Fukushima, Japan, in 1992. He received the Bachelor's degree in Engineering from Yokohama National
University, Yokohama, Japan, in 2016. He is currently working toward the M.S. degree in Physics, Electrical and Computer
Engineering at Yokohama National University, Yokohama, Japan. His research interests dependable communication and control
theory and machine learning for Medical IoT.

pp. 5-9

13:45 Proposal for Feature Enhancement of Bioinformation Using Attractor Pattern and
Frequency Analysis

Makoto Kikuchi (National Institute of Technology, Ibaraki College, Japan)
When recognising signals using deep learning, it is essential to extract features efficiently. In this study, we propose
an individual identification method using medical data itself as identification information as part of research on medical
malpractice prevention technology. In particular, to efficiently emphasise the features of the signal, we proposed a
pretreatment method combining attractor pattern and frequency analysis. As a biological signal, we focused on the centre of
gravity fluctuation of a standing posture, which is one of the human's whole body movements. We extract the component in
one direction from the centre of gravity fluctuation and create the attractor pattern using that signal and its rate of change.
Moreover, classification and individual identification of unknown data of the centre of gravity fluctuation were performed using
the weight space obtained by machine learning. As a result, the effectiveness of the method proposed this time confirmed
from the viewpoint of feature extraction. The process of this study has less information loss compared with the case using a
convolution layer and has a small computation processing load. Therefore there is a possibility that it can apply to a failsafe
system for medical malpractice prevention or a medical diagnosis system.

Presenter bio: Makoto Kikuchi received his master’s degree from University of Tsukuba, Japan, in 1988, his doctor’s degree in
control systems engineering from the Ibaraki University, Japan, in 2001. He is current stuff at National Institute of Technology,
Ibaraki College, Japan. His research interests include biomedical measurement, modelling, physiological characteristic of nerve-
musculoskeletal systems and automatic analysis of physiological parameters.

pp. 10-15

14:00 Feature Analysis for Discrimination of Motor Unit Action Potentials
Thuy T. Pham (University of Technology Sydney & Garvan Medical Institute, Australia); Diep N.
Nguyen and Eryk Dutkiewicz (University of Technology Sydney, Australia); Alistair McEwan and
Philip Leong (The University of Sydney, Australia); Andrew Fuglevand (The University of Arizona,
Australia)
In electrophysiological signal processing for intra- muscular electromyography data (nEMG), single motor unit activity is of
great interest. The changes of action potential (MUAP) morphology, motor unit (MU) activation, and recruit- ment provide
the most informative part to study the nature causality in neuromuscular disorders. In practice, for a single nEMG recording,
more than one motor unit activities (in the surrounding area of a needle electrode) are usually collected. Such a fact makes
the MUAP discrimination that separates single unit activities a crucial task. Most neurology laboratories worldwide still recruit
specialists who spend hours to manually or semi- automatically sort MUAPs (e.g. using template matching). From a machine
learning perspective, this task is analogous to the clustering-based classification problem in which the number of classes and
other class information are unfortunately missing. In this paper, we present a feature analysis strategy to help better utilize
unsupervised (i.e., totally automated) methods for MUAP discrimination. To that end, we extract a large pool of features from
each MUAP. Then we select the top ranked candidates using clusterability scores as selection criteria. We found spectrograms
of wavelet decomposition as a top-ranking feature, highly correlated to the motor unit reference and was more separable than
existing features. Using a correlation-based clustering technique, we demonstrate the sorting performance with this feature
set. Compared with the reference produced by human experts, our method obtained a comparable result (e.g., equivalent
number of classes was found, identical MUAP morphology in each pair of corresponding MU class, and similar histograms of
MUs). Taking the manual labels as references, our method got a much higher sensitivity and accuracy than the compared
unsupervised sorting method. We obtained a similar result in MUAP classification to the reference.
pp. 16-21

14:15 Deep Holistic Representation Learning from EHR
Edmond Zhang and Reece Robinson (Orion Health, New Zealand); Bernhard Pfahringer (University
of Waikato, New Zealand)
In recent years there has been a surge of interest in applying deep neural networks to electronic health records (EHRs) for
predictive clinical tasks. EHR data cannot be mined like traditional image or text data because it has unique characteristics
including temporality, irregularity, heterogeneity (both structured and unstructured) and incompleteness. We begin by
identifying weaknesses in the way deep learning is currently being applied to health data. Then, leveraging these insights, we
propose an end-to-end strategy for extracting complimentary deep feature representations from EHRs. This strategy is based
on a "bringing model to data" machine learning approach instead of "transforming data to model". It uses multiple neural
networks, that have each been optimised for the characteristics of their input data, to extract features. Then, the output
of these neural networks is combined. We show that prediction accuracy improves as the output of each neural network is
contributed. This work demonstrates the value of extracting relevant insights from different aspects of a patients record,
which is analogous to how a clinician makes decisions.
pp. 22-27

xv



14:30 An Efficient Ant Colony Optimization Algorithm for Protein Structure Prediction
Dong Do Duc (VNU, Hanoi, Vietnam); Phuc Thai Dinh (Vietnam National University Hanoi,
Vietnam); Ngọc Anh Vũ (The Hanoi College of Industrial Economics, Vietnam); Nguyen Linh-Trung
(Vietnam National University, Hanoi, Vietnam)
Protein structure prediction (PSP) is considered as one of the most challenging and computationally intractable combinatorial
problem and is classified as an NP-hard problem. The 3-dimensional structure of a protein exposes its properties and features.
Therefore, the identification of protein structure is a significant step towards understanding the protein's function which is
an important role to synthesize new drugs and vaccine design; since many diseases are shown to result from malfunctioning
of proteins. In this paper, we present K-ACO algorithm to tackle PSP, in which the pheromone is calculated according to k-
degree Markov model. Its effectiveness is shown by comparing the experiment result against the state-of-the-art algorithms.
pp. 28-33

14:45 EEG Affective Modelling for Dysphoria Understanding
Norhaslinda Kamaruddin (MARA University of Technology, Malaysia); Mohd Hafiz Mohd Nasir
(Universiti Teknologi MARA, Malaysia); Abdul Wahab Abdul Rahman (IIUM, Malaysia)
Dysphoria is a state of dissatisfaction, restlessness or fidgeting. It is a state of feeling unwell in relation to mental and
emotional discomfort. If this state is not carefully handled, it may lead to depression, anxiety, and stress. To date, 21-item
instruments of Depression, Anxiety and Stress Scale (DASS) is employed to measure dysphoria. Although DASS provides
a quantitative assessment of the human affective state, it is subjected to interpretation. To complicate matters, pre-cursor
emotion and pre-emotion of the participants can result in biasness of the DASS report. Hence, a more direct method in
measuring human affective state by analyzing the brain pattern is proposed. The approach can also address the dynamic
affective state which is needed in detecting dysphoria. Brain waves pattern are collected using the electroencephalogram
(EEG) device and used as the input to analyze the underlying emotion. In this paper, relevant features were extracted using
Mel-frequency cepstral coefficients (MFCC) and classified with Multi-Layer Perceptron (MLP). The experimental results show
potential of differentiating between positive and negative emotion with comparable accuracy. Subsequently, it is envisaged
that the proposed model can be extended as a tool that can be used to measure stress and anxiety in work places and
education institutions.
pp. 34-39

Monday, March 26, 15:00 - 15:30

F3: Afternoon Tea

Room: Foyer

Monday, March 26, 15:30 - 17:00

S2: Privacy and Security: Medical Data Collecting and Storage

Room: Harris
Chair: Zenon D Chaczko (University of Technology, Sydney & SEDE, Australia)

15:30 On Path Length Estimation for Wireless Capsule Endoscopy
Anders Bjørnevik (Kongsberg Seatex, Norway); Pål Anders Floor (Oslo University Hospital,
Norway); Ilangko Balasingham (Norwegian University of Science & Technology & Oslo University
Hospital, Norway)
Wireless capsule endoscopy (WCE) is a non-invasive technology used for inspection of the gastrointestinal tract. Localization
of the capsule is a vital part of the system enabling physicians to identify the position of anomalies. Due to intestinal motility,
the positions of the intestines will change significantly within the abdominal cavity over time. However, the distance from one
position to another within the intestines changes much less. In this paper a method for calculating the pathlength travelled
by a WCE is proposed. The method is based on Kalman- and particle filters and is simulated using a model that approximately
replicates the movement through the small intestine. The travelled distance was estimated to an accuracy within a few
millimeters.
pp. 40-44

15:48 Fine Grained Attribute Based Access Control of Healthcare Data
Edward Mrema and Vimal Kumar (University of Waikato, New Zealand)
One of the biggest threats to the healthcare data stored by healthcare organizations comes from malicious insiders. The first
layer of protection against such adversaries is access control, however if an adversary is able to bypass that then the data
becomes exposed. In this paper we propose an access control method based on Hidden Vector Encryption. In our approach
access control policies are written using attributes of entities. The Hidden Vector Encryption system then embeds the policies
in the ciphertext such that it can be decrypted only when the relevant attributes are presented. This provides a higher level
of access control where a malicious insider cannot decrypt data unless they possess the right attributes.
pp. 45-49
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16:06 POStCODE Middleware for Post-market Surveillance of Medical Devices for Cyber
Security in Medical and Healthcare Sector in Australia

Junaid Chaudhry (Embry-Riddle Aeronautical University Prescott AZ, USA); Michael Crowley (ECU,
Australia); Peter Roberts (Edith Cown University, Australia); Craig Valli (Edith Cowan University,
Australia); Jon Jon Haass (Embry-Riddle Aeronautical University, USA)
Postmarket surveillance for cyber security of medical devices is an area within the critical infrastructure of health care and
public health that has been largely neglected. In developed countries post market quality assurance is passive following
complaints from the health care institutions to the manufacturers of the medical devices. Recently, the individual devices can
be made traceable allowing any malfunctions to be uniquely identified in each device. There is a lack of clarity on post-sale
ownership and management of devices and the updates to the device software. These devices, once plugged into Healthcare
Information Systems (HIS) act as FDA approved black boxes that can not be patched, updated, or secured by anyone other
than the manufacturer. Moreover, these unpatched devices provide back doors to cyber criminals to invade the HIS. These
devices are soft targets for cyber criminals. So far, we have not come across any mechanisms that address the surveillance
of these devices for cyber security. In this paper, we analyse the post-sale surveillance regulations in Australia. Based on our
findings, we present fog-based POSTmarket SurveillanCe Of DEvices (POStCODE) middleware that provides the operational
details (excluding the private data of patient) of the devices directly to the manufacturers. The introduction of the POStCODE
will give device manufacturers the means to closely monitor the functioning of their devices. Manufacturers will be able to
up-grade devices, patch security vulnerabilities and monitor device performance thereby enhancing health care outcomes.
The POStCODE middleware enhances device security whilst building partnerships between the health care facilitators and the
device manufacturers.

Presenter bio: Junaid has over 15 years of exciting experience in academia, industry, law- enforcement, and in corporate world in
information and cyber security. He has demonstrated capability of project management and cyber security management. He was
training by Harvard Business School, University of Amsterdam, and Kaspersky Lab in cyber security hunting and training. Currently,
he is conducting cutting edge research on safeguarding the weakest and the most vulnerable of the society in healthcare and public
health sector at Security Research Institute (SRI). He is a Senior Member of IEEE, High Technology Crime Investigation Association
(HTCIA), Australian Computing Society, Australian Information Security Association, and frequently volunteers in promotion of
science through public speaking, conference organisation, and by editing the scientific journals i.e. IEEE Access, Computer and
Security by Elsevier, IEEE Internet Policy and IEEE Future Directions.

pp. 50-59

16:24 Game-Theory Based Cognitive Radio Policies for Jamming and Anti-Jamming in the IoT
Zenon D Chaczko (University of Technology, Sydney, Faculty of Engineering and IT, School of Data
and Electronic Engineering); Shaher Slehat (Faculty of Engineering and Information Technology,
University of Technology, Sydney, Australia); Tamer Shnoudi (University of Technology, Sydney,
Australia)
Cognitive Radio can be considered as a mandatory part of the Body Area Networks. It helps to solve the sacristy issues in
the frequency bands of the wireless network component of the technology. However, the security problem is the primary
challenge that needs to be carefully mitigated. Specifically, defending the Cognitive Radio mechanism against the jamming
attacks. The aim this research paper is to investigate and provide a reliable and adaptive Cognitive Radio protection methods
against the jamming attacks. Thus, improving the performance of the wireless network of IoT technology, enhancing the
bandwidth and solving the issue of the sacristy of the frequency bands. The mentioned objectives will be accomplished by
the aid of the game theory which is modelled as an anti-jamming game and by adapting the multi-arm bandit (MAB) policies.
However, to solve the sacristy issue in the frequency band spectrum of the cognitive radio, some MAB policies were adapted
such as Upper Confidence Bound (UCB), Thompson Sampling and Kullback-Leibler Upper Confidence Bound (KL-UCB). The
results show some improvements and enhancements to the sacristy problem in the frequency band spectrum. To conclude,
the Thompson Sampling MAB policy was the best to be adapted for solving the problem, as it resulted with lowest regrets and
highest rewards compared to the other MAB policies.

Presenter bio: Dr Zenon Chaczko is currently the Senior Lecturer of Software Engineering at UTS and an active member of CRIN.
After 25 years of R/D experience in ICT and marine systems industry as well as concurrent 4 years of P/T lecturing at the University
of Technology Sydney, he moved to the F/T academic position at UTS in 2002. Since then he has been Program Head of Information
and Communications Technologies. He is an experienced lecturer and researcher, consistently receiving excellent teaching results
and reviews from students. He is an expert software and system engineer, research supervisor, having supervised/co-supervised
many candidates to completion in the last 8 years. He has completed his PhD in Engineering at UTS. His specialisation is anticipatory
(AI) and biomimetic middleware systems for the IOT. He is an author of several innovative theories and AI computational models.

pp. 60-65

16:42 Detection Scheme of Selfish Node in WBAN Utilizing CSMA/CA Based on IEEE 802.15.6
Yuto Omuro, Kento Takabayashi and Katsumi Sakakibara (Okayama Prefectural University, Japan)
This paper proposes a detection scheme of a selfish node in a wireless body are network (WBAN) utilizing CSMA/CA (Carrier
Sense Multiple Access / Collision Avoidance) defined in IEEE 802.15.6. In the Internet of Things (IoT) era, the existence of a
selfish node giving disadvantage to the network by acting selfishly is a problem. Especially, its influence is large in a WBAN
dealing with medical and healthcare information. Hence, we proposed a detection method of such a node. Specifically, we
focused on an illegal act of arbitrarily changing parameters of CSMA/CA in IEEE 802.15.6. In the proposed method, the illegal
act was detected using measured values of back-off time. As a result of computer simulations, it was found that the detection
effect can be enhanced by selecting the ratio of measured values according to the assumed illegal act and environment.

Presenter bio: Kento Takabayashi received the Ph.D. degree in Electrical and Computer Engineering from Yokohama National
University, Yokohama, Japan, in 2017. He currently works at Okayama Prefectural University. His research interests in MICT such as
Wireless Body Area Network and coding theory in wireless communications.

pp. 66-69
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Monday, March 26, 17:00 - 19:00

F4: Welcome Reception

Room: Jones

Tuesday, March 27

Tuesday, March 27, 09:00 - 10:30

K2: Keynote 2

Room: Harris
Chair: Eryk Dutkiewicz (University of Technology Sydney, Australia)

Speaker: Dr Ian Oppermann, NSW Data Analytics Centre, Australia

Title: The Power of Diversity - Examining non-traditional data in Health

Speaker: Prof. Ryuji Kohno, Yokohama National University, Japan

Title: Medical Healthcare Big Data Mining and Managing by Integrated ICT and Data Science for Regulatory and Commercial Uses

Tuesday, March 27, 10:30 - 11:00

F5: Morning Tea

Room: Foyer

Tuesday, March 27, 11:00 - 12:30

Special 1: Emerging Technologies in Biomedical Devices, Systems and
Applications

Room: Harris
Chairs: Xi Zhu (University of Technology Sydney, Australia), Yang Yang (University of Technology Sydney,

Australia)

11:00 Self-powered Wireless Urinary-incontinence Sensor System Detecting Urine Amount and
Diaper Change Timing in Under 10 Minutes

Hiroya Sakamoto, Ami Tanaka, Ryota Suematsu, Yo Nakajima and Takakuni Douseki (Ritsumeikan
University, Japan)
A self-powered wireless urinary-incontinence sensor system composed of a wireless sensor and a receiver has been developed
that detects the amount of urine and the time for a diaper change. The wireless urinary-incontinence sensor, which consists of
a urine-activated battery, an intermittent power-supply circuit with a storage capacitor, and a wireless transmitter, makes it
possible to detect the number of urinations and the amount of urine from the spacing between the output signals. The urine-
activated battery, which consists of two long flexible electrodes embedded in a diaper and placed under a piece of absorbent
material with a trench structure, makes fast detection of less than 10 minutes possible. A prototype urinary-incontinence
sensor system detected the amount of urine in a diaper from the spacing between the sensing signals with a resolution of
100 cm3 and detected the time for a diaper change 7 minutes after urinations.
pp. 70-73

11:15 Non-Laboratory-Based Risk Factors for Automated Heart Disease Detection
Ha Mai (Garvan Medical Institute, Australia); Thuy T. Pham (University of Technology Sydney &
Garvan Medical Institute, Australia); Diep N. Nguyen and Eryk Dutkiewicz (University of Technology
Sydney, Australia)
Developing a heart disease detection model using simple non-laboratory risk factors plays an important role in preventive
care, especially for high risk subjects. The model allows physicians/epidemiologists to effectively diagnose a person as having

xviii



heart disease. In this work, we aim to develop a non-invasive risk prediction model for automated heart disease detection
that involves age, gender, rest blood pressure, maximum heart rate, and rest electrocardiography. We examine four public
datasets from 1071 participants who were referred for a special X-ray of the heart's arteries (i.e., to see if they are narrowed
or blocked). The subjects also undertook a physical examination and three non-invasive tests. To estimate the heart disease
status, we apply a generalized linear model with regularization paths via coordinate descent. Even without laboratory-based
data (e.g., serum cholesterol, fasting blood sugar), we observed a prediction accuracy as high as 72%, compared with 76%
of other comprehensive models. This observation suggests that few non-invasive factors utilizing recent advances in data
analytics can replace the current practices of heart disease risk assessment.
pp. 74-79

11:30 PDMS-Embedded Conductive Fabric: A Simple Solution for Fabricating PDMS-Based
Wearable Antennas with Robust Performance

Roy B. V. B. Simorangkir (Macquarie University, Australia); Shilun Feng (Macquarie University &
ARC Centre of Excellence for Nanoscale BioPhotonics (CNBP), Australia); Abu Sadat Md. Sayem and
Karu Esselle (Macquarie University, Australia); Yang Yang (University of Technology Sydney,
Australia)
A new and simple fabrication method to realize robust flexible wearable antennas by combining conductive fabric and
polydimethylsiloxane (PDMS) is proposed. The conductive fabric acts as the conductive part of the antenna, while PDMS acts
as the substrate as well as the encapsulation layers. The method takes advantage of the porous structure of the conductive
fabric and the initial liquid form of PDMS to attain a significantly strong integration between the two, leading to a robust PDMS-
based wearable antenna. A number of patch antennas have been designed, fabricated, and tested to validate the proposed
concept and the results are presented, showing robust performance. The fabricated prototypes have a resonance frequency
approximately at 2.46 GHz with a 10 dB return-loss bandwidth ranging from 3.3 to 5.7%.

Presenter bio: Dr Yang received PhD in Electrical and Computer System Engineering in 2013 from Monash University and currently is
working as a research assistant at Monash University Clayton Campus. Dr Yang has published 2 book chapters 5 international
journals and 6 international conference papers during the past 4 years. His major reserach interests are microwave and electronics
active and passive component and system level designs.

pp. 80-82

11:45 Safety Consideration for Emerging Wireless Technologies - Evaluations of Temperature
Rise in Eyes for RF Radiations Up to 10GHz

Yinliang Diao, Weinong Sun and Sai Wing Leung (City University of Hong Kong, Hong Kong);
Mengze Li (Xiamen University, P.R. China); Yixin Cai (China Agricultural University, P.R. China); Xi
Zhu and Yang Yang (University of Technology Sydney, Australia)
The study of temperature rise distribution in the human eye under plane electromagnetic wave exposure up to 10 GHz is
presented in this paper. The effects of different frequencies and different blood perfusion rates of sclera to thermal calculations
are investigated by finite difference method. The results reveal that the changes in the thermal parameter produce a
maximum relative standard deviation of ~15% in the temperature rise in lens.
pp. 83-85

12:00 A Design and Implementation of an Ambulatory Electrocardiogram (ECG) Acquisition
Circuit for Emergency Application

Jiewei Feng and Shahriar Shehab (Monash University, Australia); Yang Yang (University of
Technology Sydney, Australia); Nemai Karmakar (MONASH University, Australia); Samir Gupta
(Monash University, Australia)
This paper presents the design and development of an ECG data acquisition circuit for emergency applications. The ECG signal
extraction method and the design of the analogue front-end circuit are discussed. This design has been implemented in a
printed circuit board (PCB), with comparable size to a 50 cent Australian coin. By applying the testing approach with this
prototype, the output ECG trace quality is overall satisfactory with a clear display of QRS complex and certain robustness to
motion artifacts.
pp. 86-91

12:15 Development of Novel Gold/PDMS Sensors for Medical Applications
Anindya Nag (Macquarie University, Australia)
The paper presents the design and fabrication of novel gold/PDMS sensors using the sputtering method to use them for
biomedical applications. The electrodes on the sensor patches were formed by placing a masked template containing the
design over the PDMS. The sensor patches were flexible in nature with interdigitated electrodes formed on them. CTx-I, being
one of the significant bone turnover biomarkers to determine the condition of the bones was tested at different concentrations
to validate the functionality of the patches for this purpose. The results look promising to upgrade this idea into a fully-
functionalized system for medical applications.
pp. 92-96

Tuesday, March 27, 12:30 - 13:30

F6: Lunch

Room: Foyer
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Tuesday, March 27, 13:30 - 15:00

W1: Workshop: Medical Device Regulatory Science Workshop (Part 1)

Room: Harris
Chair: Masayuki Fujise (Yokohama National University, Japan)

Keynote Speakers:

Dr. Seigo Hara, MD, CEO of MICIN, Inc. Japan

Prof. Dr. Yi Qian, Professor of Biomechanics, the Faculty of Medicine and Health Sciences, Macquarie University, Australia

Tuesday, March 27, 15:00 - 15:30

F7: Afternoon Tea

Tuesday, March 27, 15:30 - 16:30

W2: Workshop: Medical Device Regulatory Science Workshop (Part 2)

Panel: Medical Network Therapy & Big Data Registry
Room: Harris

Chair: Ryuji Kohno (Yokohama National University & University of Oulu, Japan)

Panelists:

Dr. Ian Oppermann, NSW Data Analytics Centre, Australia

Prof. Dr. Yi Qian, Professor of Biomechanics, the Faculty of Medicine and Health Sciences, Macquarie University, Australia

Prof. Lucila Ohno-Machado, MD, PhD, Division of Biomedical Informatics, University of California San Diego, USA

Dr. Seigo Hara, MD, CEO of MICIN, Inc. Japan

Prof. Jari Iinatti, Dr.Sc. (Tech.), Centre for Wireless Communications, University of Oulu, Finland

Prof. Chika Sugimoto, PhD., Medical ICT Center, Yokohama National University, Japan

Tuesday, March 27, 18:00 - 21:00

F8: Conference Banquet

Room: Darling Harbour Convention Jetty (MV Morpheus)

Wednesday, March 28

Wednesday, March 28, 09:00 - 10:00

K3: Keynote 3

Chair: Ryuji Kohno (Yokohama National University & University of Oulu, Japan)

Speaker: Prof. Lucila Ohno-Machado, University of California San Diego, USA (by video link)
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Title: Precision Medicine: Combining Electronic Health Records, Genomics, Wearable and Sensor Data

Wednesday, March 28, 10:00 - 10:30

F9: Morning Tea

Room: Foyer

Wednesday, March 28, 10:30 - 12:30

S3: IoT Applications in Medical and Health Care Fields - I

Room: Harris
Chair: Ilangko Balasingham (Norwegian University of Science and Technology, Norway)

10:30 A Study on the Effect of Sports on Academic Stress Using Wearable Galvanic Skin
Response

Khalid Oweis, Moudar Zgoul, Assal Haddad and Hussam Quteishat (American University of Madaba,
Jordan)
Wearable sensors have opened a new door for research to understand different human emotions and states. This is the
first study to employ wearable devices in the measurement of Galvanic Skin Response (GSR) of students. A set of Microsoft
Band 2 was used to collect data from nineteen engineering students while attending the same class. The data was collected
throughout a whole semester. Students were later divided into categories according to their weekly activity level. This activity
level was determined by an online survey that the students filled out. One-Way Analysis of Variance was performed to assess
differences between groups. Correlation Analysis was also performed to evaluate the correlations between groups. Findings of
this work include significant intra-group differences. Significant correlations were also found between GSR values and activity
level. Significant correlations were also found within the GSR values between the groups themselves.

Presenter bio: Dr. Khalid Oweis has finished his Bachelor's degree in Electrical Engineering from the University of Jordan. His
Master's degree in Computer Engineering from the University of Massachusetts - Lowell. And his PhD degree in Electrical Engineering
with Biomedical focus from the George Washington University in 2011. He is currently an Assistant Professor at the American
University of Madaba. His main research interests are medical image processing and biomedical signal processing.

pp. 97-102

10:45 Development of Printed Sensors for Shoe Sensing Applications
Anindya Nag (Macquarie University, Australia)
The paper presents the design and implementation of a low-cost shoe sensing system using laser-induced graphene sensors.
Commercial polymer films were laser-induced to photo-thermally form graphene, which was then used as electrodes on
Kapton tapes to form sensor patches. Experiments were then conducted with these sensor prototypes to validate its
functionality as pressure sensors to be used in shoe sensing system. Different weights were tested with the developed system
to ensure the capability of these sensor patches to be used as pressure sensing. The results look promising to be a system
for monitoring the movement of a person wearing a shoe containing these low-cost pressure sensors.
pp. 103-108

11:00 A Network Simulator to Develop Wireless Networking Protocols Suited for Vital
Information Collection from a Group of Exercisers

Hirofumi Ogura (Osaka City University, Japan); Takuma Hamagami (Oki Electric Industry Co., Ltd.,
Japan); Ryusuke Miyamoto (Meiji University & School of Science and Technology, Japan); Hiroyuki
Yomo (Kansai University, Japan); Shinsuke Hara (Osaka City University, Japan)
To develop a wireless networking protocol suited for real-time vital information collection from a group of exercisers, it is
mandatory to compare the performances among different protocol candidates by experiments using a group of subjects as
a matter of course. However, fair comparison is almost impossible because the experiments have no repeatability. In this
paper, we propose a software network simulator to fairly compare the performances of different networking protocols. The
simulator is composed of two unique functions such as mobility model and channel model, both of which were developed
through real experiments using a group of subjects. The mobility model outputs data sets for the time-series of locations of
persons during different kinds of sports and exercises, and the channel model determines the channel characteristics between
persons taking into consideration the transmission power, antenna pattern and blocking by other persons. We demonstrate
by the simulator the performance of a wireless networking protocol using different types of antennas for the case of football
game.
pp. 109-113

11:15 A Non-Linear Tensor Tracking Algorithm for Analysis of Incomplete Multi-Channel EEG
Data

Nguyen Linh-Trung (Vietnam National University, Hanoi, Vietnam); Truong Minh-Chinh (Hue
University of Education, Vietnam); Viet-Dung Nguyen (University of Paris Saclay, France); Karim
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Abed-Meraim (Polytech'Orléans & University of Sharjah, UAE, France)
We consider the problem of tensor tracking for analyzing incomplete multi-channel EEG signals. In recent years, there has
been an increasing interest in analyzing EEG signals by using tensor decomposition. There exist three challenging tasks: high
computational complexity when working with tensor data, non-linearity of EEG signals and incomplete data. To overcome
those problems, we propose a new adaptive tensor completion algorithm to simultaneously complete and track data in
efficient way. Moreover, our algorithm copes with the non-linearity by minimizing the cost function with an embedded non-
linear function. We illustrate the effectiveness of the proposed algorithm by tracking real-life EEG data.
pp. 114-119

11:30 PPG Based Respiration Signal Estimation Using VMD-PCA
Hangyang Ye and Jin Zhu (Tongji University, P.R. China); Yongqiang Cheng (University of Hull,
United Kingdom (Great Britain))
The photoplethysmography(PPG) waveform is a pulsatile physiological waveform reflecting the blood volume changes
attributed to cardiac synchronous activities, and with the lower frequency waveform components attributed to respiration,
sympathetic nervous system activities and thermoregulation. Therefore, PPG waveforms are commonly used as non-invasive
approach to extract cardiorespiratory signals such as heart beat and respiration rate. The existing methods either only
estimate the respiration rate or sensitive to noises. In this paper, an algorithm based on variational mode decomposition
with principal component analysis (VMD-PCA) is proposed as a novel approach to both recover the respiration signal (RS)
and estimate respiration rate (RR) from PPG signal. Some 80 PPG samples from the MIMIC database (Physionet ATM data
bank) are used to validate the performance of our algorithm. The results are examined with respect to the capnograph-based
respiration signal as the ground truth. The performance measurement matrix is composed of mean normalized root mean
square deviation (NRMSD), magnitude squared coherence (MSC) and Pearson's correlation coefficient (PCC) with values of
0.434, 0.382 and 0.209 respectively. The proposed method has also achieved 6.67 and 3.34 times faster than EEMD-PCA and
EWT-PCA algorithms respectively.
pp. 120-124

11:45 SAM:Smart Asthma Monitoring: Focus on Air Quality Data and Internet of Things (IoT)
Nikita Isaac (University of Technology, Sydney, Australia); Naveenaa Sampath and Valérie Gay
(University of Technology Sydney, Australia)
Nowadays, mobile technologies and in particular the Internet of Things (IoT), data and machine learning technologies can
have a positive impact on the way we manage our health. This paper focuses on Asthma, a condition that affects 10% of
Australians. This research collects and analyses data about air quality using New South Wales regional area data and data
obtained from our faculty smart building (UTS building 11). Based on a persons location and travel plans, we analyze the
Air Quality Index (AQI) and provide a personalized and localized feedback to individuals living with asthma and help them
manage their condition better.
pp. 125-130

12:00 Secured Cancer Care and Cloud Services in IoT/WSN Based Medical Systems
Adeniyi Onasanya and Maher N Elshakankiri (University of Regina, Canada)
In recent years, the Internet of Things (IoT) has constituted a driving force of modern technological advancement, and it
has become increasingly common as its impacts are seen in a variety of application domains, including healthcare. IoT is
characterized by the interconnectivity of smart sensors, objects, devices, data, and applications. With the unprecedented
use of IoT in industrial, commercial and domestic, it becomes very imperative to harness the benefits and functionalities
associated with the use of IoT technology in (re)assessing the provision and positioning of healthcare that will ensure efficient
and improved healthcare delivery. In this research, we are focusing on two important services in healthcare systems, which
are cancer care services and business analytics/cloud services. These services incorporate the implementation of an IoT that
provides solution and framework for analyzing health data gathered from IoT through various sensor networks and other
smart devices in order to improve healthcare delivery and to help health care providers in their decision-making process for
an enhanced and efficient cancer treatment. In addition, we discuss the wireless sensor network (WSN), WSN routing and
data transmission in the healthcare environment. Finally, some operational challenges and security issues associated with
IoT-based smart healthcare system are discussed.
pp. 131-136

12:15 Design and Implementation of Portable Health Monitoring System
Seema Khadirnaikar and Aparna P (National Institute of Technology Karnataka, India)
Advancement in technology is paving way for the development of portable/remote health monitoring devices. These devices
have a significant role to play in day-to-day lives of the people living in the remote areas as they do not have proper access
to health care centers. Since Heart Rate (HR) and Haemoglobin count have a vital role to play in determining the health
condition of an individual, this paper presents a prototype of the health monitoring unit to monitor ECG and a noninvasive
method to obtain Haemoglobin count. ECG signals acquired using surface electrodes are pre-processed and digitized. These
are then analyzed using an efficient algorithm that computes heart rate and also distinguishes Normal Sinus Rhythm (NSR)
from various cardiac ailments. This setup is tested using a standard database and real-time data. A LED-photodetector setup
containing two wavelengths are used to obtain the PPG signals, which is further processed and mathematically modeled to
obtain the Haemoglobin count.

S4: Body Area Networks: PHY and MAC Layers

Room: Jones
Chair: Jari Iinatti (University of Oulu, Finland)

10:30 Joint PHY-MAC Realistic Performance Evaluation of Body-to-Body Communication in IEEE
802.15.6 and SmartBAN

Rida Khan (Tallinn University of Technology, Estonia & Istanbul Technical University, Turkey);
Muhammad Mahtab Alam (Tallinn University of Technology, Estonia)
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This paper presents the joint physical-medium access control (PHY-MAC) performance analysis of inter-BAN communication
systems using realistic body-to-body (B2B) wireless channel model in IEEE 802.15.6 and smartBAN standards. The time-
varying distances for the space-time B2B link variations are generated by real-time motion capture traces which are then
introduced into already established B2B wireless channel model to give the actual path-loss values in dynamic environments.
The SNR (Signal to Noise Ratio), BER (Bit Error Rate) and PER (Packet Error Rate) computations are briefly discussed to give
an overview of the radio link modeling employed in the simulations. Using the mobility and the proposed radio link models,
a more tangible performance assessment of B2B systems with IEEE 802.15.6 and SmartBAN specifications is achieved.
Consequently, transmission power, packet length and data rate variations are investigated and the obtained results of packet
reception rate (PRR) identify "head" as the best position to place the coordinator nodes for B2B communication.
pp. 137-142

10:45 Performance Comparison Between ETSI SmartBAN and Bluetooth
Andrea D'Souza (University of Florence, Italy); Harri Viittala and Matti Hämäläinen (University of
Oulu, Finland); Lorenzo Mucchi (University of Florence, Italy)
This paper introduces the comparative performance analysis between ETSI SmartBAN and Bluetooth low energy (BLE) in
the interfered additive white Gaussian noise (AWGN) channel as well as in multipath fading channel. Both technologies are
possible solutions for wireless body area networks (WBAN) to implement services like delivering the vital signs data of an
individual. The results show how the SmartBAN can outperform BLE in both AWGN and fading channel. In addition, SmartBAN
can take advantages of repetition and coding features, which are not present in BLE to increase its performance even more.

Presenter bio: Dr. Hämäläinen received his M.Sc. and Dr.Sc. degrees from Telecommunications Laboratory at University of Oulu,
Oulu, Finland in 1994 and 2006, respectively. Currently he is working as a University Researcher and research group coordinator at
Centre for Wireless Communications (CWC), University of Oulu, Finland. He is also an Adjunct Professor at CWC and IAS Visiting
Professor at Yokohama National University. His research interests include ultra wideband technology, radio channel modeling,
wireless body area networks and medical ICT in general. He has published more than 150 scientific articles.

pp. 143-147

11:00 A New Optimal Relay Selection Strategy for the Coincident Multi-user Access
Jiajia Mei, Jie Zeng, Bei Liu, Xin Su and Chang Wang (Tsinghua University, P.R. China); Qi Liu
(China Unicom Company, P.R. China); Shihai Shao (University of Electronic Science and Technology
of China, P.R. China)
Non-orthogonal multiple access (NOMA) has been recognized as one of the promising multiple access technologies to provide
higher spectral efficiency and system capacity to address several challenges in the fifth generation (5G) wireless systems.
Telemedicine in the process of being greatly advanced by the high-reliable communication in future 5G wireless systems.
This paper proposed a novel optimal relay selection (RS) strategy for the cooperative NOMA to achieve the minimum outage
probability, which means that the number of retransmissions in hybrid automatic repeat request (HARQ) is decreased and
hence indirectly reduce the communication latency. Small latency ensures the validity of medical data, thereby improving
the quality of service (QoS) in medical communications. In addition, compared to another optimal relay selection, namely
two-stage strategy, the proposed enhanced max-min RS has a lower computational complexity and lower storage overhead.
The proposed enhanced max-min RS strategy can reduce almost 43% storage overhead and 95% latency caused by selection
strategy in the cooperative RS-NOMA system used for wireless medical communications.
pp. 148-152

11:15 Impact of the Sternotomy Wires and Aortic Valve Implant on the On-Body UWB Radio
Channels

Mariella Särestöniemi (University of Oulu, Finland); Carlos Pomalaza Raez (Purdue University,
USA); Timo Kumpuniemi, Matti Hämäläinen and Jari Iinatti (University of Oulu, Finland)
In this paper, the impact of the sternotomy wires and aortic valve implant on the ultra wideband (UWB) channel
characteristics is studied. The evaluations are performed by calculations, measurement data analysis, and power flow
simulations. The aim is to show that implants, which consist of steel, titanium, and other highly conductive materials, do have
clear effect on the signal propagation even inside the tissues. This impact should be taken into account when using in-body
or on-body communication devices, such as endoscopy capsules etc.

Presenter bio: Dr. Hämäläinen received his M.Sc. and Dr.Sc. degrees from Telecommunications Laboratory at University of Oulu,
Oulu, Finland in 1994 and 2006, respectively. Currently he is working as a University Researcher and research group coordinator at
Centre for Wireless Communications (CWC), University of Oulu, Finland. He is also an Adjunct Professor at CWC and IAS Visiting
Professor at Yokohama National University. His research interests include ultra wideband technology, radio channel modeling,
wireless body area networks and medical ICT in general. He has published more than 150 scientific articles.

pp. 153-157

11:30 Simulation-based Body Motion Classifier Using Radio Channel Characteristics
Minseok Kim and Yuki Ichikawa (Niigata University, Japan)
Human motion classification is emerging technology which can improve healthcare system and to realize context-aware
body area network (BAN). This paper focused the fact that the radio channel characteristics between sensor devices and
coordinator may have stronger potential for motion classification than the conventional methods using accelerometer and the
video sensor. Due to extremely large variety of possible combination of the channel components it is actually very difficult
to obtain the accurate motion classifier based on measurement. Therefore, this study proposed a simulation-based classifier
that is generated by large amount of data from the combination of individual channel components in computer simulation.
This paper presented the current development that included only the free-space path loss variation by body motion. The
automatic motion classification for 6 motion scenarios by using the radio channel between four sensor devices and coordinator
was evaluated. From the results, it was seen that the method using radio channel entirely outperforms the method using
acceleration, particularly in static motion scenarios.

Presenter bio: Prof. Kim was born in Seoul, Republic of Korea. He received the B.S degree in Electrical Engineering from Han Yang
University, Seoul, Korea, M.E and Ph.D degrees in Division of Electrical and Computer Engineering, Yokohoma National University
(YNU), Japan in 1999, 2002, and 2005, respectively. He joined Tokyo Institute of Technology (Tokyo Tech) as an assistant professor
from July 2007. He has been on leave to Georgia Institute of Technology as a visiting scholar in 2010. From April 2014, he joined
Niigata University as an associate professor. His research interests include digital signal processor implementation, radio propagation
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measurement, array processing, smart antenna system, software defined radio/cognitive radio. He is a member of IEEE and IEICE.

pp. 158-161

11:45 Evaluating Contemporary Physical Activity Self-Monitoring Technology Performance
Reem Altamimi and Geoff Skinner (The University of Newcastle, Australia)
Encouraging physical activity is becoming an increasingly relevant issue in modern society. Studies have shown that
being involved in regular physical activity is essential for individuals' physical, mental and social development. The field
of Information and Communication Technology (ICT) has been applied in several areas of research. One of the main
domains that utilize the applications of ICT is the health domain. The definition of eHealth has appeared in the literature
describing this integrated area of research. Health technologies have been increasingly utilized in physical activity promotion
and intervention. Physical Activity Self-Monitoring Technologies (PAMTs) are a popular example of such technologies. New
wearable activity monitoring technologies, such as fitness bracelets that track everyday activity, provide a technological
solution for promoting active lifestyles. This research presents a pilot test that makes a valuable contribution within the area
of valid and accurate trackers in terms of distance walked, using a treadmill walking activity, and a manual counting of steps,
taken in a stair climbing activity. This study might assist other researchers in their choice of reliable equipment to use in
research that involves reliable and accurate distance and steps calculations.
pp. 162-169

12:00 Modernising Asthma Management; Personalised Asthma Action Plans Using a
Smartphone Application

Nikita Isaac (University of Technology, Sydney, Australia); Naveenaa Sampath and Valérie Gay
(University of Technology Sydney, Australia)
Asthma is a chronic disease affecting one in nine Australians. With symptoms such as coughing, wheezing and shortness
of breath. asthma can significantly impact a patient's quality of life. Asthma action plans are said to be one of the most
effective asthma interventions available. However, in Australia only one in five people aged 15 and over, with asthma, have
a written asthma action plan. Even less of which, refer to their plan. A review of related literature and work showed a gap
regarding accessibility of information on asthma action plans in a written form. In an attempt to mitigate this problem,
this paper focuses on the design and development of a smartphone application. The application is currently a high-fidelity
prototype designed and built using proto.io software. In addition to this conversion, the application incorporates aspects of
the Internet of Things (IoT) whereby real-time data regarding environmental triggers such as temperature, humidity and
pollen in surroundings can be accessed from the app. The application ultimately aims to help asthmatics improve their health
and quality of life by providing them, or their carer with the knowledge needed to better understand and manage their asthma
when and where they need it.
pp. 170-174

12:15 Performance Study for Multimodel Client Identification System Using Cardiac and Speech
Signals

Hadri Hussain (Faculty of Biosciences and Medical Engineering & Universiti Teknologi Malaysia,
Malaysia); Sh-Hussain Salleh and Chee-Ming Ting (Universiti Teknologi Malaysia, Malaysia); Fuad
Noman (UTM & UTM, Malaysia); Mohd Murtadha Mohamad (Universiti Teknologi Malaysia,
Malaysia); Zubaidi Abdul Latif (Universiti Sultan Zainal Abidin, Malaysia); Osamah Al-Hamdani
(Cisco System, Malaysia)
A person's physiological or behavioral characteristic can be used as a biometric and provides automatic identification. There
are several advantages of this identification method over the traditional approaches. Overall, biometric techniques can
potentially prevent unauthorized access. Unlike the traditional approach which uses keys, ID, and password, these approach
can be lost, stolen, forged and even forgotten. Biometric systems or pattern recognitions system have been acknowledged by
many as a solution to overcome the security problems in this current times. This work looks into the performance of these
signals at a frequency samples of 16 kHz. The work was conducted for Client Identification (CID) for 20 clients. The building
block for these biometric system is based on MFCC-HMM. The purpose is to evaluate the system based on the performance of
training data sets of 30%, 50% and 70%. This work is evaluated using biometric signals of Electrocardiogram (ECG), heart
sound (HS) and speech (SP) in order to find the best performance based on the complexity of states and Gaussian. The best
CID performance was obtained by SP at 95% for 50% training data at 16 kHz. The worst CID performance was obtained by
ECG achieving only 53.21% for 30% data training.
pp. 175-180
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13:30 Monitoring and Controlling Two Applications of a Magnetic Screw in the Gastrointestinal
Tract

Hidetoshi Ohta (Sapporo Orthopaedics and Cardiovascular Hospital, Japan)
Several magnetic devices have been introduced into the gastroenterology. We indicated that the magnetic navigation in the
capsule endoscopy is available. We have applied the magnetic control to the intragastric balloon therapy and the preparation
of capsule colonoscopy. Though both procedures are well-known as non-invasive modalities, there are some drawbacks such
as an unstable efficacy of the body weight loss for long term or the poor acceptability due to onerous amount of preparation.
In this study, we clarified that the magnetic screw could control the intragastric balloon volume frequently, which was
expected to keep the body weight loss for long time. Also, the ingestible magnetic cleansing device could reduce the amount
of preparation to the acceptable dose. To date, there are no real-time monitoring systems for frequently checking the balloon
volume or cleansing effects during preparation. We have also developed a simple real-time estimation of volume and flow by
mean of resonant frequency shift related to the coil inductances on the devices and clarified that the accuracy of estimation
was within 20%. The monitoring data was expected to contribute to the control of magnetic screw.

Presenter bio: Hidetoshi Ohta received the B.S. and M.S. degrees in Electronic Engineering from Hokkaido University in 1971 and
1973, the B.S. and Ph.D. in Medicine from Sapporo Medical University in 1988 and 1994 respectively. During 1973-1982, he stayed
in Yokosuka Telecommunication Laboratory, NTT to study coaxial cable and optical fiber transmission system. After 1988, he has
worked at several clinical hospitals, Sapporo Medical University Hospital, Bibai Municipal Hospital, Hokkaido Prefectural Sapporo
Kitano Hospital, Hokkaido Cancer Center, Tomakomai Oji Hospital and studied medical engineering related to gastroenterology.
During 2004-2011 he educated resident doctors as clinical associate professor in Sapporo Medical University. He is now vice chair in
Sapporo Orthopaedics and Cardiovascular Hospital.

pp. 181-185

13:45 Applying Multi-channel Flooding to Vital Data Monitoring of a Large Number of
Exercisers: Mobility and Link Modeling and Performance Evaluation

Shintaro Yamaguchi and Atsushi Niino (Kansai University, Japan); Hirofumi Ogura (Osaka City
University, Japan); Hiroyuki Yomo (Kansai University, Japan); Ryusuke Miyamoto (Meiji University
& School of Science and Technology, Japan); Shinsuke Hara (Osaka City University, Japan);
Takashi Kawabata (Kansai University, Japan)
In recent years, there have been significant research effort on vital data monitoring of people playing sports, which provides
us with the information on their physical conditions and training effect. In this paper, we assume a system configuration in
which sensor nodes attached to exercisers with their back-waist positions sense vital data and send them to a sink node.
In order to evaluate data collection performance by computer simulations, we first conduct experiments to collect position
data of people playing football and footrace. Furthermore, we measure communication performance of sensor nodes with
IEEE802.15.4g with experiments. Based on these experimental data, we construct mobility model and radio link model, which
are applied to computer simulations investigating the performance of data collection employing a location-based flooding
with multi-channel setting. Based on the obtained simulation results, we analyze the trade-off between the alleviation of
congestion level and reduction of connectivity, which are observed when varying the number of allocated channels in the
location-based flooding.
pp. 186-190

14:00 Resource-Constrained Device for Unobtrusive Estimation of Sleep Stages Using R-R
Interval Data

Jaspal Singh (CDAC, Mohali, India); Rajender Kumar Sharma (National Institute of Technology
Kurukshetra & National Institute of Technology Kurukshetra, India)
Identifying the Sleep stages is an essential component of sleep studies. It is normally done by observing collective behavior
of various physiological signals, including EEG, EMG, EOG, etc. Recently it has been demonstrated that respiration and
ECG can be computationally augmented to reasonably estimate the sleep stages. This paper describes a dedicated wireless
device developed to acquire the cardio-respiratory data to distinguish the sleep stages. The device extracts R-R intervals and
respiration data from the ECG and transmits it over the Bluetooth. The miniature hardware device and its energy efficient
firmware design, presented in this work, are tested against the standard ECG machine for accuracy of R-R interval periods
and ECG derived respiration (EDR). The experimental results show very good agreement of observed data with that obtained
using commercial wired machine. The device is found to be very useful in unobtrusively screening the patients suffering with
sleep related problems, especially in an out of center setting.
pp. 191-194

14:15 Modeling of a Cardiovascular System to Investigate Factors Affecting Hypertension
Kento Kadoya (The Universitiy of Tokyo, Japan); Shigehiko Kaneko (The University of Tokyo,
Japan)
In this study, we construct a cardiovascular model considering the interaction of cardiac and vascular systems, and investigate
factors affecting hypertension. In the cardiovascular model, stroke volume, the blood volume pumped by a heart per beat,
is determined based on the operating conditions of the system. In addition, positions of baroreceptors, pressure sensors of
cardiac system, in blood vessels are also considered. Consequently, the functions proportionally controlling the baroreceptor
activities and determining the activities of autonomic nerves have significant effects on hypertension, which are comparable
to those of arterial stiffness.
pp. 195-200

14:30 Impact of Enhancement Features on Image Registration for Liver Cancer Interventions
Using CT Images

Luu Manh Ha (University of Technology and Engineering, VNU, Hanoi & AVITECH, Vietnam); Son
Hoang (AVITECH, UET, VNU, Hanoi, Vietnam); Hong Thinh Nguyen (University of Engineering and
Technology, VNU Hanoi & Signal and System Laboratory, Vietnam); Adriaan Moelker (Erasmus MC,
The Netherlands); Tan Duc Tran (University of Technology and Engineering, VNU, Hanoi, Vietnam);
Theo van Walsum (Erasmus MC, The Netherlands)

xxv



In minimal invasive intervention of liver cancer treatment, image registration is a powerful technique to align the diagnostic
information such as tumor and vessels from diagnostic image to interventional images, in which the information is barely
visible duo to limited use of contrast agent. In this paper we investigate how the contrast-enhanced features such as tumor
and vessels help the registration. For this, we decontrast-enhance the contrast enhanced CT image of the liver in the
intervention; and then we compare accuracy of the registration between the diagnostic image and the original interventional
image versus the diagnostic image and the decontrast-enhanced image. In addition, we use a rigidity term to improve the
registration using the decontrast-enhanced image. The method is evaluated on 11 clinical data and shows promising results.
pp. 201-204

14:45 Electronic Design of a Semi-Automated Micromanipulator Cell Injection System
Asad Hameed, Nabeel Kamal and Osman Hasan (National University of Sciences and Technology,
Pakistan); Saad Qaiser (NUST, Pakistan); Nasir Jalal (School of Pharmaceutical Science and
Technology Tianjin University, P.R. China)
A cell microinjection system is a widely used tool in the domain of cell biology and it allows us to deliver a specific amount
of substance into a cell using a fine tipped needle (or a microinjection pipette) under the observation of a microscope.
Cell microinjection systems are widely used for delivering drugs to a single cell for the treatment of diseases, like Cancer,
Alzheimer's, Sickle cell anemia and Cystic fibrosis etc., developing organs, like heart, lungs and kidney, and in-vitro
fertilization. This paper surveys the state-of-the-art microinjection techniques and cell microinjections systems and proposes
an electronic design for the semi-automated micro cell injection system, which works on the principle of capillary pressure
microinjection (CPM). The distinguishing feature of the proposed system is its low cost without compromising on the accuracy
or movement precision.

Presenter bio: Currently, Osman Hasan is an Assistant Professor at the NUST School of Electrical Engineering and Computer Science
(SEECS) since September 2009. He is the founder and director of the System Analysis and Verification (SAVE) Lab at SEECS and his
research interests include Embedded System design, Formal Methods and e-health. He received the Quaid-e-Azam Award, Ministry
of Education, Pakistan (1998), the Best University Teacher Award 2010 from HEC, Pakistan, Ideal ICT Excellence Award 2012 from
Ideal Distributions, Pakistan, the Excellence in IT Education Award 2013 from Teradata Pakistan, the Best Young Research Scholar
Award from HEC, Pakistan, the Best Teacher Award (2012-13) from NUST-SEECS, Best Researcher Award (2014) from NUST-SEECS,
Excellence in IT Research and Development Award 2014 from Teradata Pakistan and the President's Gold Medal for the Best Teacher
of the University (2015) from NUST.

pp. 205-209

S6: Human Body Wireless Communications

Room: Jones
Chair: Matti Hämäläinen (University of Oulu, Finland)

13:30 Resource Allocation in PDMA with Wireless Information and Power Transmission
Chang Wang, Jie Zeng, Bei Liu, Mingyao Peng and Xin Su (Tsinghua University, P.R. China); Shihai
Shao (University of Electronic Science and Technology of China, P.R. China); Qi Liu (China Unicom
Company, P.R. China)
With the development of the fifth generation (5G) wireless systems, the mobile medical will face a profound change. Pattern
division multiple access (PDMA) is a novel non-orthogonal multiple access scheme proposed to increase throughput and the
number of connections by combining the design of transmitters and receivers. In this paper, we propose a resource allocation
scheme to achieve the trade-off between rate and energy. In our system model, we also exploited energy harvesting to
optimize the efficiency of the entire system, although this make it harder to solve the problem. To figure out the problem,
an iterative algorithm based on optimized power allocation and the pattern matrix is proposed to improve the performance
of downlink PDMA networks. Simulation results show that the proposed algorithm needs less total transmitting power when
reaching the same rate and energy value.
pp. 210-214

13:45 Beacon-based Localization Middleware for Tracking in Medical and Healthcare
Environments

Zenon D Chaczko (University of Technology, Sydney & SEDE, Australia); Kevin Casareo (University
of Technology, Sydney, Australia)
This paper proposes a middleware solution for a Localization System that may be used in Medical environments such
as Hospitals to track staff, patients and equipment. It investigates literature regarding indoor localization methods and
limitations to determine a suitable algorithm that may be implemented in software. The methodology used to build and test
the software is then explained. It then illustrates the concept of the Localization middleware in how it may be applied when
used inside a room such as a hospital ward, the functional responsibilities it is expected to offer and the implementation of
the distance measurement algorithm for Received Signal Strength and the Linear Least-Squares localization algorithm. The
simulations of the localization algorithm appeared to be promising with the given simulation results; however, the real-time
tests demonstrated that the range measurement was insufficiently precise to be reliable. Given a more accurate and reliable
distance measurement, a more precise localization result could be attained.

Presenter bio: Dr Zenon Chaczko is currently the Senior Lecturer of Software Engineering at UTS and an active member of CRIN.
After 25 years of R/D experience in ICT and marine systems industry as well as concurrent 4 years of P/T lecturing at the University
of Technology Sydney, he moved to the F/T academic position at UTS in 2002. Since then he has been Program Head of Information
and Communications Technologies. He is an experienced lecturer and researcher, consistently receiving excellent teaching results
and reviews from students. He is an expert software and system engineer, research supervisor, having supervised/co-supervised
many candidates to completion in the last 8 years. He has completed his PhD in Engineering at UTS. His specialisation is anticipatory
(AI) and biomimetic middleware systems for the IOT. He is an author of several innovative theories and AI computational models.

pp. 215-220
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14:00 Resource Allocation in Multi-user NOMA Wireless Systems
Mingyao Peng, Jie Zeng, Bei Liu, Jiajia Mei, Xin Su, Xibin Xu and Limin Xiao (Tsinghua University,
P.R. China)
Non-orthogonal multiple access (NOMA) is a promising multiple access technologies for the fifth generation (5G) wireless
systems due to its superior spectral efficiency and system capacity. With the rapid development of wireless body sensor
networks (WBSNs) and wireless communications, supporting real-time communications in the telemedicine communication
becomes a very important challenge. In this article, our goal is to optimize subchannel allocation and power allocation
to maximize the sum rate, thereby improving real-time performance in telemedicine communications. Assuming that the
base station could obtain perfect channel state information, we propose a suboptimal sub-channel allocation algorithm and
a power allocation scheme with low complexity. In the power allocation scheme, the closed-loop expressions of power
allocation proportional factors for multiplexed users on each subchannel is obtained by using Karush-Kuhn-Tucker (KKT)
optimization conditions. The simulation results show that our proposed scheme has comparable performance to ideal sub-
channel allocation based on the exhaustive search and is superior to other schemes.
pp. 221-225

14:15 A Low Complexity SCMA Detector Based on Avoiding Redundant Iterations
Shuliang Hao (Chongqing University of Posts and Telecommunications, P.R. China); Xin Su and Jie
Zeng (Tsinghua University, P.R. China); Xin Ma (Shenzhen Gongjin Electronics Co., Ltd, P.R.
China); Tiejun Lv (Beijing University of Posts and Telecommunications, P.R. China)
Sparse code multiple access (SCMA), as a competitive air-interface technology for the fifth-generation (5G) mobile
communication networks, has a broad application prospect, in which the message passing algorithm (MPA) is employed at
the receiver. However, the computational complexity of MPA is still an extreme challenge for SCMA decoding. In this paper,
a low complexity multiuser detection algorithm based on avoiding redundant iterations, Avoiding Redundant Iterations-MPA
(ARIMPA), is proposed for uplink SCMA system. ARI-MPA can achieve low complexity by avoiding redundant iterations, in
which the number of iterations required is determined by the convergence rate of codeword probability. Numerical results
demonstrate that the proposed scheme can achieve an affordable trade-off between bit error ratio (BER) performance and
decoding complexity for SCMA system.
pp. 226-230

14:30 A Channel Estimation Method Based on the Improved LMS Algorithm for MIMO-OFDM
Systems

ZhenFeng Zhang (Chongqing University of Posts and Telecommunications, P.R. China); Limin Xiao,
Xin Su, Jie Zeng and Xibin Xu (Tsinghua University, P.R. China)
The least mean square(LMS) algorithm is a kind of typical adaptive filter algorithm. The algorithm of channel estimation
algorithm based on that does not need to know the characteristics of channel and noise statistics, which make full use of
channel correlation between front and back to reduce the influ- ence of noise on channel estimation performance. In this
paper, is presented in this paper, the LMS algorithm has been improved under the MIMO-OFDM systems and a revised method
about variable step size has been put forwardwhich make it accelerate the rate of convergence to improve performance
preferably. The simulation results show that the algorithm proposed in this paper not only has the fastest convergence
compared with LMS and NLMS algorithm, but also has a better channel estimation(CE) performance than other estimation
algorithms.
pp. 231-235

14:45 Method of CS-IC Detection in Grant-Free NOMA System
Bin Fan (Chongqing University of Posts and Telecommunications, P.R. China); Xin Su and Jie Zeng
(Tsinghua University, P.R. China); Xin Ma (Shenzhen Gongjin Electronics Co., Ltd, P.R. China);
Tiejun Lv (Beijing University of Posts and Telecommunications, P.R. China)
With the development of mobile communication and the Internet of Things, non-orthogonal multiple access (NOMA) has
become one of the hottest candidates for 5G. In the uplink NOMA system, there is a large number of connected users with
multi-user detection, fewer active users and sparse signals in a certain period of time. In this paper, combined with the
compressive sensing (CS) technique, a compressive sensing based multi-user interference cancellation (CS-IC) method is
proposed to detect the active users and data of the grant-free nonorthogonal multiple access (GF-NOMA) system. It greatly
reduces the signaling overhead and control transmission delay, because the active users do not send the active status
information to the base station and do not need to interact with the base station in advance. Simulation results show that the
proposed CS-IC multiuser detection can obtain much better BLER performance than the IC and MMSE-IC multi-user detection,
greatly improving the spectrum efficiency.
pp. 236-240
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Performance comparison of routing protocols for
vital data monitoring from a large number of

exercisers
Atsushi Niino, Shintaro Yamaguchi, Kazuki Okita, and Hiroyuki Yomo

Graduate School of Engineering Science, Kansai University

Abstract—In this work, we focus on vital data monitoring
of people playing various types of sports. We assume a system
configuration in which sensor nodes attached to exercisers with
their back-waist positions sense vital data and send them to a
sink node. The communication range of each sensor node is
limited in this environment, therefore, the sensed data needs to
be delivered to the sink node through multi-hop transmissions.
In this paper, we present simulation results of RPL (IPv6
Routing Protocol for Low power and Lossy Networks) that
is a widely–used routing protocol in wireless sensor networks.
We evaluate data collection rate of RPL, and compare its
performance with that of conventional flooding when these
schemes are applied to vital data monitoring of people playing
various types of exercises. With obtained numerical results,
we discuss challenges in multi-hop transmissions for vital data
monitoring of a large number of exercisers.

I. INTRODUCTION

In recent years, there has been an increasing interest in
monitoring vital data of exercisers, which enables us to
study efficient training methods and to prevent injuries of
players. In order to realize such a vital data monitoring,
data generated by a large number of sensors must be reliably
gathered in a realtime manner [1]. In this work, we focus
on the collection of vital data from several tens to hundreds
of exercisers by using wireless sensor networks (WSNs)
technologies. A sensor node based on IEEE 802.15.4g is
attached to their back-waist position. In such an environ-
ment, the communication range of each node is limited
and varies due to the movement of exercisers as well as
propagation effects such as the shadowing of human body.
In this work, we consider applying data collection through
multi-hop communication by RPL (IPv6 Routing Protocol
for Low power and Lossy Networks) [2], which is widely
used in many applications of WSNs, and flooding where
each sensor node repeats broadcast to deliver sensing data
to a sink node. We also consider applying multi–channel
communication that reduces the congestion level of the fre-
quency band by distributing the traffic into several channels.
With the obtained results, we discuss the effectiveness of
each approach when they are applied to vital data monitoring
of a large number of exercisers.

II. SYSTEM MODEL

In this work, we assume that each sensor node is attached
to back–waist position of each exerciser to sense vital data

and transmit it to a data collection node (sink). Each sensor
node generates 5 types of data: heartrate (200 Bytes), energy
expenditure (2 Bytes), body temperature (2 Bytes), humidity
(2 Bytes), and sequence number (1 Byte). The generation
period of these data is set to be 10 seconds. As a com-
munication module, we adopt ARIB STD-T108 [3] that is
based on IEEE802.15.4g standard as physical layer operating
over 920 MHz band and IEEE802.15.4 as MAC layer.
We employ multi–channel transmissions where sink node
is equipped with multiple interfaces supporting different
frequency channels while each sensor node operates with a
single interface with a randomly assigned frequency channel.

III. SIMULATION MODEL

In this paper, we focus on two scenarios with different
types of exercises, football and warming–up exercise in a
sports–day event. Football is a sports suitable for assessing
the communication protocols for vital data monitoring since
it includes various movements such as jumping and sliding.
The field size of football model is set to 81.08m × 101.58m.
The number of players is 22. On the other hand, warming–
up exercise is commonly played during a sports-day event
at schools in Japan. The field size of warming–up model is
set to 100m × 150m. We assume that 300 students (which
is supposed to be a total number of students in a school)
play a warming–up exercise within the field at uniformly
located positions. The mobility model was created by using
an object–tracking technique that is applied to video data of
actual football game and warming–up exercise.

We employ link model constructed based on experiments
of nodes following ARIB STD-T108 standard [4]. The other
simulation parameters are shown in Table I.

IV. SIMULATION RESULTS

Fig. 1 shows data collection rate against number of chan-
nels for football model. From this figure, we can first see that
data collection rate is improved when the number of channels
is increased from 1 to 2. This is thanks to the reduction of
congestion level that is achieved by distributing traffic into
multiple channels. However, when the number of channels
is further increased, data collection rate deteriorates for both
schemes. With large number of channels, each node has
less number of neighboring nodes operating with the same
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TABLE I
SIMULATION PARAMETERS
Parameter Value

Simulation Time 540s (football)
730s (warming–up)

Number of nodes 22 (football)
300 (warming–up)

Data Rate 100 kbps
Transmission power 20mW

DIO frame size 24 Bytes
DIS frame size 2 Bytes

Min. Backoff Exponent (BE) 3
Max. Backoff Exponent (BE) 5

Max. Number of Backoffs 4
Number of Simulation Trials 10

channel, which reduces the connectivity of overall network,
thereby degrading data collection rate. By comparing the
results of RPL and flooding, we can find that flooding
achieves much higher data collection rate than RPL for
football model. With football, the mobility of each node
is so high that the route constructed by RPL can become
invalid frequently while flooding can enjoy route diversity
effect. This contributes to the superiority of flooding to RPL
for football model.

Next, Fig. 2 shows data collection rate against number of
channels for warming–up exercise model. From this figure,
we can see that data collection rate is continuously improved
as the number of channels is increased. With warming–up
exercise model, we have 300 nodes within the field, and the
number of nodes over a single channel is sufficiently high
even for a large number of channels. Therefore, the reduction
of network connectivity is not observed. For smaller number
of channels, we can find that RPL shows better performance
than flooding. With warming–up exercise, the node mobility
is small, therefore, a route constructed by RPL can be
valid for a long period of time. On the other hand, the
congestion level over smaller number of channels is so high
that flooding cannot achieve high data collection rate. This is
the reason why RPL has superior performance to flooding for
smaller number of channels. When the number of channel
is larger, the performance of flooding is improved since the
congestion level is reduced, and the performance of RPL
and flooding becomes almost same. However, the largest
data collection rate is around 80 % for both schemes, which
requires us to develop more advanced routing techniques for
enhancing reliability of vital data collection.

V. CONCLUSIONS

In this paper, we have investigated the effectiveness of
RPL and flooding when they are applied to vital data
collection from a large number of exercisers. Our numerical
results have shown that flooding is suited for a scenario
with smaller number of nodes and high mobility while RPL
works well when nodes are static and the congestion level is
relatively high. However, both of them cannot achieve data
collection rate higher than 90 % when the number of nodes
is larger. In our future work, we will develop more advanced
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Fig. 1. Data collection rate against number of channels for football model.
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Fig. 2. Data collection rate against number of channels for warming-up
exercise model.

routing/flooding techniques that can achieve high reliability
in vital data monitoring of a large number of exercisers.
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Abstract—In this paper, we propose an autocorrelation-based
transmission power control (A-TPC) method to increase the
transmission reliability and reduce the energy consumption. In
A-TPC, data packets from multiple sensor nodes are scheduled
in the TDMA-fashion. The transmission power level and the slot
scheduling are jointly optimized based on a temporal autocor-
relation model. The channel datasets collected from real WBAN
daily scenarios are imported into our simulation model to evaluate
the performance of A-TPC. Simulation results demonstrate that
A-TPC significantly improves the transmission reliability and
reduces the energy consumption.

I. INTRODUCTION

Transmission power control (TPC) approach refers to the
adaptive method which optimizes the transmission power
based on the change of channel condition or QoS (Quality of
Service) requirements. Due to the peculiarity of WBANs [1],
simply adopting the TPC methods designed for other networks,
e.g., cellular networks and WSNs (Wireless Sensor Networks),
is not appropriate. Spurred by the autocorrelation characteristic
of on-body channels, we propose an autocorrelation-based
transmission power control (A-TPC) method which jointly
optimizes the transmission power level and slot scheduling for
real daily WBAN scenarios.

II. SYSTEM MODEL

We consider a one-hop WBAN composed of n on-body
sensor nodes (denoted as SN1, SN2, . . . , SNn) and one hub
node, the sensor nodes periodically upload monitoring data to
the hub. Figure 1 illustrates the superframe structure, which
is split into two phases: Random Access Phase (RAP1) and
Managed access phase (MAP). The CSMA/CA access method
is adopted by the RAP1 phase to exchange management
and control packets. The scheduled upload intervals (SUIs)
assigned to the sensor nodes are located in the MAP to upload
data packets to the hub. All sensor nodes are allocated with
the same length and No Acknowledgment (N-Ack) policy is
adopted in the uplink. Moreover, both the hub and the sensor
nodes are considered to operate in the half-duplex mode.

B

Beacon period (superframe)

RAP1

MAP

SUI1 SUI2 SUI3
. . . SUIn

Fig. 1. Superframe structure.

Instead of utilizing the distance-based formula to quantify
the path loss [2], we adopt channel gain datasets collected from
the real daily scenarios. The portable wireless transceivers
introduced in [3], [4] are used to collect the channel gain data.
We adopt the energy consumption model in network simulator
Castalia [5], which is one of the most accurate energy models
for WBANs.

III. THE PROPOSED TPC SCHEME

In A-TPC, all control and calculation operations are carried
out on the hub side, as the hub is typically more powerful than
the rest of the nodes in terms of storage and computational
resources implement. Specifically, A-TPC consists of three
main steps, which are summarized as follows:
A. Channel Information Collection

Upon receiving the data packets from a sensor node, the
hub node records the RSSI values. Meanwhile, the hub node
knows the transmission power levels for all sensor nodes, it is
easy to calculate the channel gain (or path loss) after receiving
the RSSI value. By this approach, the hub keeps track of the
channel gain from all sensor nodes.
B. Channel Quality Prediction

We use a “lite version” of the temporal autocorrelation
model (TAM) introduced in [6] to predict the channel quality
for next superframe. The “lite version” TAM only requires
the autocorrelation coefficient between two consecutive super-
frames. In short, the conditional distribution of channel gain
in the next superframe can be expressed by:

Gi(S + 1) ∼ N
(
(1− ρi)µi + ρiGi(S), (1− ρ2i )σ2

i

)
(1)

where Gi(S) and Gi(S + 1) are the channel gains of channel
SNi − hub at the superframe S and S + 1, respectively. ρi
denotes the autocorrelation coefficient for the two channel
gains recorded in the two adjacent superframes. The following
parameters: Gi(S), µi, σi and ρi are required by (1) to estimate
the channel quality. Firstly, the latest channel gain record in
the previous superframe is chosen as Gi(S). Then, the channel
gain expectation µi and standard deviation σi can be estimated
by the sample mean and sample standard deviation, i.e., µ̂i

and µ̂i. At last, the autocorrelation coefficient σi is calculated
based on the following equation:

ρi =

∑N�1
x=1 (Gi(x)− µ̂i)(Gi(x+ 1)− µ̂i)∑N

x=1(Gi(x)− µ̂i)2
(2)
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where Gi(1) . . . Gi(N)) are sample channel gain values
recorded in N consecutive superframes, and N is the sample
size.

C. Transmission Power Control

At the beginning of each superframe, the hub calculates
Gi(S), µ̂i, σ̂i and ρi for each channel. Then Algorithm 1 is
carried out to decide the transmission power level and slot
scheduling for the current superframe. These decisions are
embedded into the beacon packet which would be broadcasted
to all sensor nodes to execute the configurations.

Algorithm 1: Adaptive transmission power control
Input: The known channel gains in last superframe, i.e.,

G1(S), G2(S), . . . , Gn(S).
Input: Autocorrelation coefficients between two

consecutive superframe, i.e., ρ1, ρ2, . . . , ρn.
Input: Sample means, i.e., µ̂1, µ̂2, . . . , µ̂n.
Input: Sample standard deviations, i.e., σ̂1, σ̂2, . . . , σ̂n.
Output: The transmission power levels of n sensor nodes

for the current superframe, i.e.,
TX1(S + 1), TX2(S + 1), . . . , TXn(S + 1),.

Output: The scheduled SUI orders of n sensor nodes for
the current superframe, i.e.,
O1(S + 1), O2(S + 1), . . . , On(S + 1),.

1 Define
Txlevel = [−25, −15, −10, −7, −5, −3, −1, 0];

2 for i← 1 to n do
3 Ĝi(S + 1) = (1− ρi)µ̂i + ρiGi(S);
4 end
5 Sorting array Ĝ1(S + 1), Ĝ2(S + 1), . . . , Ĝn(S + 1) with

the greatest in front;
6 Oi(S + 1) = the order of Ĝi(S + 1) in the sorted array;
7 for i← 1 to n do
8 Mi(S + 1) = σ̂i × (BaiscMargin+Oi(S + 1)×

GradientMargin);
9 TXi(S + 1) = argmin

x
TxLevel[x] >

(Ĝi(S + 1) +Mi(S + 1));
10 end

IV. PERFORMANCE EVALUATION

The channel dataset collected from real WBAN scenarios is
imported into the simulation model, and the dataset contains
channel gains of five sensors. We compare the performance of
A-TPC with the following three methods:

1) Static: The hub does not adjust the transmission power
(remain 0 dBm) and the SUIs order for sensor nodes.

2) Xiao’s: The method adapts the transmission power level
according to the estimated average RSSI value [7].

3) Ideal: The hub controls the transmission power based on
the exact channel gain value. Note that the ideal method
is infeasible in real WBANs.

Figure 2 shows the performance of average packet loss ratio
(PLR) when the Rx sensitivity in the hub varies. It can be seen
from the figure that the PLR performance of A-TPC is close
to the ideal method and much lower than the Xiao’s scheme.

Figure 3 shows the energy efficiency. As shown in the figure,
the energy efficiency of A-TPC is much higher than the static
method and better than that of Xiao’s method.
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V. CONCLUSION
Motivated by the significant autocorrelation characteristic of

on-body channels in the daily WBAN scenarios, we propose
an autocorrelation-based transmission scheme, named A-TPC,
in which transmission power control and slot scheduling are
jointly optimized based on a temporal autocorrelation model.
We evaluate the performance of the newly proposed scheme by
importing the channel dataset collected from real WBAN daily
scenarios into our simulation model. Simulation results demon-
strate that compared to classical method, A-TPC achieves a
better performance in terms of packet loss ratio and energy
efficiency.
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Abstract—In this paper, we proposed a dynamic estimation
scheme of drug effect model for model predictive control of
anesthesia.To control anesthesia with satisfy complicated re-
quirements to guarantee safety, using model predictive control
are effective. In the model predictive control of anesthesia,
estimation accuracy using patient model are very important
to guarantee control performance and maintain value of vital
during surgery into the desired range. However, the drug re-
sponse to the patients are modeled by nonlinear mathematical
model and difficult to estimate using estimation algorithm for
linear model. From this point of view, we proposed recurrent
neural network to estimate nonlinear model of the drug
response and track dynamic change of dose response.

I. INTRODUCTION

Recently, Information communication technology(ICT)
for medical application has attracted attention due to the
arrival of aging society and shortage of medical staff.

In particular, a dosage control system for total intravenous
anesthesia (TIVA) used Propofol1) as the anesthetic drug
has been studied in order to help anesthesiologist and make
up for their shortage.

In the general anesthesia, constraints of dosage of the
Propofol1) and the value of biological information indicat-
ing anesthetic depth must be taken into account. Bispectral
Index(BIS)2) is often used as the index of anesthetic depth
which shows BIS value during surgery is from 40 to 60
based on the requirement.

TABLE I
BISPECTRAL INDEX2)

Condition of the patients Value of BIS
Awaken From 90 to 100

Light Hypnosis From 60 to 90
Desired range From 40 to 60

Deep Hypnosis From 0 to 40

On the other hand, control scheme for the TIVA using
Model Predictive Control(MPC) are proposed4) consider-
ing those requirements. Also, estimation scheme of time
variation of BIS using Extended Karman Filter5, 6) are
proposed. However, the Extended Karman Filter uses linear
approximation and time variation of BIS are expressed by

nonlinear equation. Thus, an estimation scheme considering
nonlinearity of the time variation of BIS is needed.

To solve this problem, we proposed a dynamic estimation
scheme of BIS behavior. In the scheme, we made a recurrent
neural network model of the anesthetic effect in order to
predict time varying response to drug administration.

Numerical results have shown the proposed scheme
enables to estimate BIS behavior compared to Extended
Karman Filter and our proposal can track BIS behavior
when parameter of the patient model are changed during
surgery.

II. BACKGROUND

A. Supposed use cases

Firstly, we explain the supposed use cases in this
study.We supposed that the system is controlled remotely
by anesthesiologists who are outside of the operation room.
Also, vital data is sent to the server which is outside of the
operation room and the data is used to estimate drug effects.

B. Numerical model of drug effects

In this study, we used a numerical model to predict effect
of the anesthetic drug.

1) Compartmental model: We used the fourth-order
compartmental model proposed by Schnider and Minto9)

as the pharmacokinetic(PK) and pharmacodynamics(PD)
model for Propofol. The model are expressed by following
equations:

Ċ1(t) = −[k1o + k12 + k13] · C1(t) + k21 · C2(t)

+k31 · C3(t) +
u̇(t)

V1

Ċ2(t) = k12 · C1(t)− k21 · C2(t)

Ċ3(t) = k13 · C1(t)− k31 · C3(t)

Ċe(t) = −ke · Ce(t) + ke · C1(t). (1)

In eq. 1, Ci represents the concentration in the com-
partment i and Ce denotes the concentration in the effect
site compartment[g/L]. The parameter kij (i ̸= j) denotes
the drug transfer frequency from compartment i to j, k1o
denotes the drug metabolize frequency from compartment
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1 and ke denotes the drug transfer frequency from com-
partment 1 to effect site compartment and the frequency of
drug removal from effect site compartment. The parameter
u̇ represents the drug infusion rate [g/s] and Vi denotes the
volume of the compartment i.

In this study, we expressed PK-PD model by the follow-
ing state equation (discrete time) supposing that the infusion
rate u̇ [g/s] is constant during sampling time in the discrete-
control system

xk+1 = Adxk +Bduk

Ad = eATs = L−1[(sI −A)−1]

Bd =

∫ Ts

0

eA(Ts−τ)dτB. (2)

where, uk denotes the dosage[g] of the Propofol in discrete
time k, xk denotes the quantity of state of the PK-PD model
and defined as

xk
T = [C1,k, C2,k, C3,k, Ce,k], (3)

A and B are the parameters of the PK-PD model and
defined as

A =


−k1o − k12 − k13 k21 k31 0

k12 −k21 0 0
k13 0 −k31 0
ke 0 0 −ke


BT = [

1

V1Ts
, 0, 0, 0], (4)

I are identity matrix of fourth dimension and Ts represents
sampling period in the desecrate-control. Each rate constant
and Volume of each compartment depends on age, weight,
height and gender9).

2) Hill equation: The Bispectral index(BIS) value is
related to the effect site concentration. The empirical static
relationship is typically expressed by the nonlinear function:
Hill equation7)

BISk = fb(Ce,k) = E0(1−
Cγ

e,k

Cγ
e,k + ECγ

50

) (5)

where, E0 denotes the value of BIS when effect site con-
centration Ce is zero, EC50 denotes concentration of effect
site compartment when value of BIS is 50 and γ denotes
steepness of BIS variation depending on change of effect
site concentration Ce. Average value and standard deviation
(SD) of each parameter are shown in table II. Shown in eq.

TABLE II
PARAMETER OF HILL FUNCTION7)

Parameter Average value(SD)
E0 97.3(0.8)

EC50[g/L] 3.90×10−3(1.05×10−3)
γ 1.81(0.67)

5, hill function are nonlinear function and those parameter
cannot be estimated accurately using estimation algorithm
for linear equation.

C. Extended Kalman Filter

The Extended Kalman filter (EKF)5)6) is a state estimator
for nonlinear systems using approximating to the linear
system. The performance of the filter depends on the
accuracy of the linear approximation. It can be regarded
as the problem when the EKF is applied to the estimator of
the BIS value. Therefore, we proposed the Recurrent Neural
Network for estimate nonlinear behavior of the BIS value.

III. PROPOSED SCHEME

A. System model

The system model our proposed scheme is shorn in fig.
1.

Fig. 1. The block diagram of the proposed system

In the system, drug dosages in each step time are
controlled based on prediction using estimator of the BIS
behavior using Recurrent Neural Network. Also, parameter
of the Recurrent Neural Network are updated using BIS
value sensed from the patient.

B. Proposal of Recurrent Neural Network for dynamic
estimation of anesthetic effect

Firstly, we transform the hill equation (5) in order to
compose recurrent neural network model of the anesthetic
effect.The hill equation (5) can be transformed into

yk = 1− BISk

E0
=

1

1 + (
Ce,k

EC50
)−γ

. (6)

Above equation (6) can be approximated as sigmoid func-
tion:

yk ≃ 1

1 + e−(w1Ce,k+w0)
. (7)

Notice that, w0 and w1 are weight parameter for the
approximation.

From eq. (2) and (7), we composed recurrent neural
network model shown in fig. 2 in order to predict variation
of BIS value by drug dosing.
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Fig. 2. Proposewd RNN

In our proposed RNN, drug dosages in each step time uk

are input of the RNN. In the hidden layer, drug concentra-
tion of each compartments(xk

T = [C1,k, C2,k, C3,k, Ce,k])
in the PK-PD model are estimated.From eq. (2), Weights
between input layer and hidden layer can be expressed
as Bd and hidden layer and hidden layer(recurrent) can
be expressed as Ad. In the output layer,yk are expressed.
Notice that, from eq. (7), weights between hidden layer and
output layer are W = [w0, w1], w1 is multiplied by effect
site compartment Ce,k and w0 is bias. Also. output of the
RNN yk are convert to BIS by the following equation:

ˆBISk = E0(1− yk). (8)

Notice that, ˆBISk denotes BIS value estimated by our
proposed RNN.

C. Flowchart of the proposed scheme

The flowchart of our proposed system is shown in fig. 3.

Fig. 3. Main routine of the proposed scheme

Notice that kend denotes end time of the surgery period.
In this algorithm, dosages are updated adaptively. Also, BIS
value are sensed from patients and used to update RNN

model for prediction. In each step time, subroutine to update
RNN is called and the routine are shown in fig. 4.

Fig. 4. Subroutine of the proposed scheme

Where, i denotes number of iteration. In the subrou-
tine, weights the RNN are updated using back propagation
through time(BPTT) algorithm. When subroutine are stated,
train data for training the RNN are calculated by the
following equation:

tk = 1− BISk

E0
. (9)

Also, objective function for updating weights using back
propagation are defined as

Jk = (yk − tk)
2. (10)

Based on the objective function (10), weight are updated
by the BPTT algorithm while number of iteration are lower
than defined Maximum number of epoch.

IV. COMPUTER SIMULATION

A. Condition of evaluations

In the evaluation, we evaluate accuracy of the prediction
by our proposed RNN compared with existing method:
Extended Kalman Filter. We used two sets of the parameter
of the hill function. the sets are shown in table III.

TABLE III
PARAMETER OF HILL FUNCTION IN EACH CASES

Set E0 EC50[g/L] γ
1 97.3 2.85× 10−3 2.48
2 97.3 4.95× 10−3 1.14

We supposed the situation that parameter set are switched
from Set1 to Set2 in the evaluation in order to evaluate
performance of the proposed scheme to the dynamic change
of the behavior of the BIS. In the evaluation, the parameter
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set are switched when 60 minutes after the start of dosing
in the simulation.

Also, dosages in each step time are controlled by the
proportional control that object value of BIS is 50. Other
simulation parameter are shown in table IV.

TABLE IV
SIMULATION PARAMETERS

simulation time[min.] 180
Surgery period[min.] 120

Sampling Period Ts[sec.] 0.10
Gain of the controller 3.0×10−5

Object value of BIS in the control 50.0
Learning late in the back propagation 0.10

Maximum number of the iteration 5,10,15,20
Patient

Age 40
Weight[kg] 70
Height[cm] 170

Gender Male

B. Simulation results

The transition of the BIS value are shown in fig. 5, 6, 7
and 8. From those graphs, we can see proposed scheme
could estimate BIS behavior accurately compared with
EKF. In particular, proposed scheme can estimate overshoot
and undershoot from the desired range in each maximum
number of iteration while EKF scheme could not. Also,
from the transition of the BIS value around 60 minutes in the
simulation, our proposal can track to the dynamic change
of the dose response of the patient. From those results, our
proposed scheme can be applied to the model predictive
control compared with the EKF.
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Fig. 5. Transition of the BIS value(Number of iteration:5)
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Fig. 7. Transition of the BIS value(Number of iteration:15)

Next we evaluated absolute error between estimated value
and real value. The transition of the absolute error are
shown in fig. 9 and 10. From fig. 9 , we can observed the
more number of iteration increases, the faster absolute error
converges. On the other hand, from 10, the more number
of iteration increases, the better tracking performance to the
dynamic change of the dose response of the patient.

From those result, It can be concluded that our proposed
scheme can guarantee the estimation accuracy for applying
model predictive control compared with Extended Kalman
Filter. Also, optimization of the number of iteration are
needed. In the optimization, tradeoff between tracking per-
formance and calculation complexity need to be considered.
It can be regarded as one of the important theme in the
study.
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V. CONCLUSION

In this paper, we proposed the dynamic estimation
scheme of drug effect model for model predictive control
of anesthesia. We confirmed our proposed scheme can
guarantee the estimation accuracy for applying model pre-
dictive control compared with conventional scheme. Also,
our proposal can track can track to the dynamic change of
the dose response of the patient.

In the future, we’ll propose adaptive control scheme of
anesthesia using our proposal in this paper.
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Abstract— When recognising signals using deep learning, it is 
essential to extract features efficiently. In this study, we propose 
an individual identification method using medical data itself as 
identification information as part of research on medical 
malpractice prevention technology. In particular, to efficiently 
emphasise the features of the signal, we proposed a pretreatment 
method combining attractor pattern and frequency analysis. 
Especially, as a biological signal, in this study, we focused on the 
centre of gravity fluctuation of a standing posture, which is one of 
the human's whole body movements. This movement is 
representative biological information and is being studied not only 
as a diagnosis of diseases and functional disorders however also as 
an index for evaluating health condition. In this study, we extract 
the component in one direction from the centre of gravity 
fluctuation and create the attractor pattern using that signal and 
its rate of change. Moreover, from the difference in the model, the 
identification of the subject and the state of the standing posture 
control system are identified. The attractor pattern is two-
dimensionally Fourier transformed to emphasise a part of the 
characteristics of signals. After filtering the result, it used for 
supervised machine learning as the input signal of the hierarchical 
neural network. Furthermore, classification and individual 
identification of unknown data were performed using the weight 
space obtained by machine learning. As a result, the effectiveness 
of the method proposed this time confirmed from the viewpoint of 
feature extraction. The process of this study has less information 
loss compared with the case using a convolution layer and has a 
small computation processing load. Therefore there is a possibility 
that it can apply to a failsafe system for medical malpractice 
prevention or a medical diagnosis system. 

Keywords— Identification, pre-processing, neural network, 
attractor pattern, bio-information, medical error 

I.  INTRODUCTION 
When pattern recognition function and depth learning using 

a neural network performed, lack of arrangement information by 
the convolution layer and high-speed processing in convolution 
and filter processing are necessary. Feature extraction consisting 
of preprocessing of target data, convolution layer, pool layer, 
normalisation layer, calculation by feature sharpening layer,  etc. 
is a heavy load. The way to speed up this process more 
efficiently is worth extending the scope of the application and 
reducing the burden on the hardware. One of the applications is 
to a management of medical information. For example, the 
quality of advanced medical care is support by patient's 

objective medical data. For this reason, hospitals possess various 
medical measurement devices. At the same time, the medical 
team must strictly manage the measurement results as patient's 
data. However now, its management is not perfect. In reality, the 
medical team sometimes mistake on the patient's medical data. 
Of course, methods to prevent medical malpractice have 
developed, however, the rate of medical mismanagement has not 
reduced. Therefore, a safer fail-safe system is essential in this 
field. On the other hand, biometrics is also a significant 
technology to maintain a more stable global society. Under these 
circumstances, the primary methods of these techniques have 
been developed by many research groups [1] - [9]. The primary 
purpose of this study is to find an efficient and realistic feature 
emphasis method for these technologies. Furthermore, for verily 
the study, this study proposes an individual identification 
method that uses medical data itself as identification information 
as part of research on medical malpractice prevention 
technology. Specifically, individually, the medical evidence 
controlled by the label or header of the data. In the unlikely event 
that the data name or header disappears, it is tough to distinguish 
the medical data. Here, we assumed that all medical data 
encompassed individual characteristics, and aim at verification 
of technology to identify medical data by utilizing the unique 
features contained therein. By applying this method, even if the 
nature of medical data is lost or exchanged, it is possible to doubt 
the medical error mechanically. In this study, correctly, as the 
biometric information, the centre of gravity fluctuation in 
walking was selected as an example of data. However, since the 
fundamental analysis was necessary for this preliminary 
research, in the present study, as the first step, we verified the 
proposed method by using the swaying of the centre of gravity 
at the standing position. 

II. AUTOMATIC DETECTION SYSTEM FOR MISHANDLING 
In many cases, a mistake in handling medical data occurs in 

an early step. For instance, that happens when a measuring 
medical data and an inputting individual data by hands into a 
computer. Therefore, this study aims to establish a technology 
for to prevent lack of different information and miss exchanging 
of personal information. Especially, the primary purpose of this 
study is to find an efficient and realistic feature emphasis method 
for these technologies. First, this study proposes a new 
identification method shown in Fig. 1. In this approach, index 
data obtained from biometric data by using attractors and neural 
networks [1], [6], [9]. After this, the index data used for the 
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detection of a medical error. For example, as in Fig. 2, if personal 
information about the medical data exchanged for other 
individual information, we can detect the medical error by using 
a database that has prepared in advance. In the following 
contents, this paper is experimentally verifying an effectiveness 
of the new identification method. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Feature extraction system using attractors and neural networks 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Detection system on miss exchanging of individual information 

III. MEASURING DEVICE OF BODY-SWAY 
The stance condition measurement method hitherto has been 

using to appraise the phase of a physical handicap patients. In 
this study, we are improved upon the technique to measure the 
body sway of healthy persons in the standing condition [1], [2], 
[7]. Figure 3 shows the measuring device and the system. Also, 
the procedure of experiments shown in Fig. 4. The test subject 
is keeping standing posture on the measurement instrument for 
body sway. In the following, we have described the 
experimental cooperators as "test subject" or "person". At the 
time, the display device can indicate a square mark of 1cm on 
the left or right side of a screen. The test subject keeps a standing 
posture by the left leg or right leg according to the orders from a 
display. In the experiments, test subjects are requested to keep 

standing position by their left leg or right leg alternately for five 
seconds each, for a total of twenty seconds. We define this type 
of measurement as “measurement I” in this study. The 
measurement instrument measures the sway of centre of gravity 
rG along the x-axis during this measurement. Moreover, this 
output signal is digitised by an Analog/Digital converter and sent 
to a computer. Also, in this study, “measurement I” is repeated 
fifteen times at sixty seconds intervals, and these measures 
collectively defined to as “measurement II”. We performed 
"measurement II" at two-hour intervals from 10 a.m. to 4 p.m. 
in the experiments.  

 

 

 

 

 

 

 

 

Fig. 3. Measuring system 

 

 

 

 

 

 

 

Fig. 4. Procedure of experiments 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Concept of proposed feature extraction 
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IV. ALGORITHM AND BASIC CONCEPTS FOR PREPROCESSING 
 In this study, regardless of the linearity and nonlinearity of 
the system, it is assumed that the system that generates 
phenomena has a structure and can describe mathematically. 
Also, it expected that the response of the system changes due to 
the difference in construction and the variation in parameters. 
Furthermore, we assume that the reaction generated by 
reconstructing the internal state of the system. Figure 5 shows 
the basic structure of the system and the concept of feature 
extraction. In this, the input u(κ) and the output y(κ) of the order 
of discrete representation are known, and the system 
f(x(κ),u(κ))=Px(κ)+Qu(κ) can approximat. Where, x(κ) is a 
state vector, P is a discrete system matrix of (η xη), Q is a 
discrete system input matrix, and κ is an integer such 
κ =0,1,2...λ. Also, assume that the output y(κ) is 
y(κ)=Cx(κ)+Du(κ), matrix D = 0, Where matrix D is the direct 
transmission matrix. At this time, if the system is observable, the 
state vector x(κ) can be estimated from input u(κ) and output 
y(κ). In the case of a controllable real control system in general, 
controllable and observable are most examples. In other words, 
suppose that you can calculate the state x(0) at κ =0 by observing 
the measurable output y(κ) with the time interval 0≦κT≦λT. 
Where T is the discretisation time. In this case, since the inverse 
matrix exists in the observability matrix Uo, the Eq. (1) holds. (0)࢞ = ି܃ ൛(ߣ)ܡۻ −  ൟ                            (1)(ߣ)ܝۻ(ߣ)ۻ

Where, (ߣ)ܡۻ = ሾ(0)࢟ (1)࢟ (2)࢟ … λ)࢟ − 1)ሿ்,  (ߣ)ܝۻ = ሾ(0)࢛ (1)࢛ (2)࢛ … λ)࢛ − 1)ሿ், 

(ߣ)ۻ =
ێێۏ
ۍێێ

0 0 0 ⋯ 0 ۿ0۱ 0 0 ⋯ 0 ۿ۾0۱ ۿ۱ 0  ⋮ ۿଶ۾۱⋮ ۿ۾۱ ۿ۱  ⋮ ⋮⋮ ⋮ ⋮  0 ۿିଶ۾0۱ ۿିଷ۾۱ ۿିସ۾۱ ⋯ ۿ۱ ۑۑے0
 .ېۑۑ

By using Eq. (1), the λ th state x(λ) is Eq. (2). (ߣ)࢞ = ି܃۾ (ߣ)࢟ۻ + (ߣ)࢛ۻ(ߣ)ࢇ۷܋܃ −         (ߣ)࢛ۻ(ߣ)ۻ۾
(2) 

Where Uc is a controllability matrix. Ia is an anti-diagonal 
matrix that size of each diagonal element is one. Also, when the 
system includes nonlinearity, it can deal with by limiting the 
application range to a slight disturbance. Although the above 
explanation is a story of a discrete system, by making the 
discretization time T extremely short, this discussion is effective 
also in a continuous system. Under the above conditions, if the 
state variable is defined as x1(t) = y (t), x2(t) = dy(t)/dt, ... xη = 
d(λ -1)y(t)/dt(λ -1), there is a high correlation between the state 
variable x(t) and the matrices P, Q, C of the function f. Moreover, 
considering the state space composed of the state variables x1 (t), 
x2(t),...,xn(t), the locus of the end point of the state vector 
becomes the attractor Ca(Mx), in which convert to a specific 
orbit, where (ߣ)ܠۻ = ሾ(0)࢞ (1)࢞ (2)࢞ … ߣ)࢞ − 1)ሿ். This 
attractor Ca(Mx) can encompass the characteristic features of the 
system and its change depends on changes in system structure or 

control parameters can be inferred. Next, in this study, as a first 
step of extracting features, multi-dimensional spatial discrete 
Fourier transform is performed on attractor patterns, and 
geometric features of attractor patterns replaced with frequency 
spectra. In general, the frequency spectrum recognises as a 
method of expressing the characteristics of a signal. On the other 
hand, the resolution of the frequency spectrum at this stage is 
high, and it is not suitable as an input to the neural network as it 
is. Therefore, in this study, this frequency spectrum is 
partitioned in the frequency domain, and the value in the region 
rounded to the average as the representative value. As is also 
known in voice recognition, even if rounding performed in the 
frequency domain, the whole image of the frequency spectrum 
does not change significantly. Thus, without altering the original 
signal information much, It can be input to the input layer of the 
networks. In this study, binding of features is performed by 
attractors, and multidimensional complex discrete Fourier 
transform and averaging processing are introduced instead of 
convolution layer and the filter layer. This method combining 
the attractor pattern and the multifaceted, complex discrete 
Fourier transform can shorten the processing time while 
compensating for the disadvantage that the arrangement 
information becomes ambiguous in the convolution layer and 
the filter layer of CNN (Convolutional Neural Network). In this 
study, to verify this method, assuming that the order of the 
system that generates the output signal y(t) is η =2 with the 
centre of gravity fluctuation in the standing posture described in 
the previous section as the theme, preprocessing for feature 
extraction. It also shows that this attempt may be helpful in 
preventing malpractice. 

V. ATTRACTOR PATTERNS OF SWAY OF CENTER OF GRAVITY 
In a point of view of control engineering, the sway of centre 

of gravity can regard as one of information that derives from 
characteristics of the posture regulation system [1], [2]. 
Although we cannot represent the actual position control system 
as a perfect model, simplifying some feature makes it possible 
to define a functional model by using some ordinary differential 
equations [3], [4], [5]. Furthermore, we can eliminate chaotic 
factors from these simplified differential equations. If the form 
of differential equations is temporally invariant and stable, the 
attractors absorbed into the characteristic point by the states 
obtained from the differential equations. Thus, the attractors are 
invariant. The attractor has a high correlation with the features 
of the posture control system. In short, we can regard that the 
attractor is one-to-one correspondence with the characteristics of 
the position control system. However, because chaotic 
mechanisms in our body are thought to contain within actual 
posture regulation systems, the attractors sway around that point 
according to tiny differences in initial values and condition of 
persons. From this causality, it is possible to estimate temporal 
changes in the structure of the system, by observing the 
variations in the attractor pattern of the posture regulation 
system. Therefore, we calculated the position rG and the velocity 
of the centre of gravity by using the data obtained in 
"measurement I", Furthermore, we investigated the changes in 
the locus of these state variables within state space. First, 
because the data rG of the centre of gravity has high-frequency 
noise, we reduce the noise by using a digital low pass filter. The 
digital low-pass filter has a damping factor of 0.707, and a cut-
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off frequency of 30Hz, and a sampling rate of 500Hz. Finally, 
we plotted the data on an rG–v phase plane. Figure 6 shows the 
pattern of attractor obtained by executing "measurement I" at 12 
a.m. These "measurement I" was performed at 10 a.m., 2 p.m., 
and 4 p.m. in the same way at midday. Figure 6(a) shows typical 
results for “measurement I”, which obtained at 10 a.m. with a 23 
years old female test subject “A”. Figure 6(b) shows typical an 
attractor pattern of subject "B" (36-year-old male). This attractor 
pattern starts from a neighbourhood of origin and obeys orders 
on the screen. Approximately, the attractor pattern changes 
between the left foot position (-0.14, 0) and the right foot 
position (0.12, 0). It can also see that the centre of gravity of test 
subject moves with a slight swaying at close to the left/right foot 
positions. Thus, Fig. 6(a) and Fig. 6(b) indicated the almost same 
trend. However, person A and B differ in point of view of the 
overall sway intensity and the shape of attractors. We focused 
on this difference and considered an extraction method that 
emphasises features of subjects using objective approach. 
Therefore, we propose the following method for automatically 
differentiating from the attractor patterns the characteristics of 
test subjects. 

 

 

 

 

 

 

 

Fig. 6. Typical examples of attractor by measurement I at 12 a.m. 

VI. PREPROCESSING FOR FEATURE EXTRACTION FROM 
ATTRACTORS 

Figure 7 shows typical representative examples of attractor 
patterns in experiments. Although it is subjective, according to 
the figure, we can find the difference between patterns (a) and 
patterns (b). We aim to extract this difference objectively. Thus 
we propose a new algorithm in the following. Figure 8 shows an 
algorithm of the feature extraction based on attractor patterns in 
experiments. A Two-Dimensional Fourier transformation 
applied to the attractor data images to extract the features. It is 
possible to analyse the power spectrum of frequency component 
contained in attractor data. In this study, we consider that this 
signal processing is valid because the frequency components of 
a signal include the information on dynamic characteristics of a 
system. In other words, it will be considered to contain some 
information on a structure and coefficients for the mathematical 
model of systems. At first, we plot the attractor pattern on data 
to the rG–v phase plane. Moreover, the graph captures as an 
image and assign the shading of the image Fd(i,j) as 200x200 
pixels to a variable. Next, the pixel data Fd(i,j) process by a two-
dimensional complex discrete Fourier transformation (DFT). In 
short, this processing is defined in the form of Ftd(i,j) as shown 
in Eq. (3). 

Ftd(i,j) = DFTi( DFTj(Fd(i,j)) )                             (3) 

Where i and j are integers in the range 1≤i≤200 and 1≤j≤200. 
Equation (3) means that a one-dimensional discrete Fourier 
transformation calculates for each column of matrix Fd(i,j), and 
Moreover, these results transform for each row. Figure 9 shows 
representative typical examples of obtained from the attractors 
of Fig. 6. Next, we define a new matrix Fcd(k,l) obtained by 
select a 100x100 domain that frequencies are greater than or 
equal to zero in Ftd(i,j). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Comparison of attractor patterns between subject A and subject B 

 

 

 

 

 

 

 

 

Fig. 8. Algorithm for feature extraction 

 Furthermore, the region of Fed(k,l) classified into total 100 
groups by dividing Fcd(k,l) into groups of 10 elements in the row 
and column directions. The average value of the power 
spectrums in each cluster is calculated by Eq. (4), and the results 
stored in a 10x10 matrix Fcd(m,n). Where, k = i–100 ( i is an 
integer in the range 101≤ i ≤200) and l =j–100 ( j is an integer in 
the range 101≤ j ≤200). 

Fed(m,n) = 1
100 

k=10(m–1)

10m
 









l=10(n–1)

10n
Fcd(k,l)                                      (4)  

 These steps described in the above can convert a part of the 
information in attractor into a matrix of 100 elements. Figure 
10(a) shows a result obtained from the attractor in Fig. 6(a). That 
figure is a three-dimensional expression of values of the 10x10 
matrix stored in Fcd(m,n). Where the height direction shows 
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power spectrum values, the depth direction shows rows of the 
matrix, and the width direction shows columns of the matrix. In 
Fig. 10(a), the bigger column number and row number means to 
be higher frequency components.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Ftd(i, j) result obtained from attractors of Fig. 6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Fed(m,n) result obtained from attractors of Fig. 6 

Similarly, Fig. 10(b) shows a result obtained from the attractor 
in Fig. 6(b). Although Fig.10(a) and (b) have fundamentally 
almost curved surface shapes, the component in the 
neighbourhood of Fed(10,4) of test subject B is approximately 10 
dB larger than test subject A. If there is a correlation between 
the features of test subjects and these curved surface profiles, it 
is possible to objectively estimate the state of test subject’s 
functions from the information of curved surface profiles. 

VII. IDENTIFICATION BY USING NEURAL NETWORKS 
Neural networks are known to be suitable for recognising 

images and sound. Where, neural network learned the 
correlation between test subjects and curved surface profiles by 
using the Fed(m,n) data for 12 a.m. on test subjects A and B. 
Finally, we examined to identify the test subjects from any new 
attractor data. Figure 11 shows the structure of the neural 
network. These neural networks are a hierarchical structure 
comprising an input layer, a hidden layer, and an output layer. 
The learning algorithm in this experiments is an error-back-
propagation method. The input layer includes 100 units. The 
Hidden layer includes 30 units. The output layer includes two 
units. For instance, we want to increase the number of learning 
patterns enhance the number of units in the output layer. In that 
case, it must also improve the number of units in the hidden layer 
in conjunction with this extension. 

 

 

 

 

 

 

 

 

Fig. 11. Structure of neural networks 

A. Estimation Results 
We identified test subjects A and B by using fifteen sets of 

measured value started from 10 a.m. Those results show in 
Fig.12. Because in this study subjects were two persons, the 
number of neurone in a final layer set up two neurone units 
"O1"(for person B) and "O2"(for person A). When the Fed(m,n) 
values of person B input, as the values to be calculated 
accordingly, the result of output "O1" is indicated in this figure. 
The big dot symbols indicate the values of output unit "O2" for 
person A in a neural network, and the square shows the values 
of output unit "O1" for person B. According to the calculated 
results, the standard deviation and average of the values of 
output neurone for person A are 0.111 and 0.814. Similarly, the 
values of person B are 0.074 and 0.806. The vertical axis shows 
the values of output units corresponding to each test subject and 
the horizontal axis indicates the number of measurements. In this 
figure, output values closer to 1 for person A and B mean that 
inferences were successful. Furthermore, measurements where 
results are 0.5 or less, indicate that inferences were incorrectness 
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(the shaded parts of Fig.12). For instance, the first measurement 
of person A in the figure shows a result of 0.522, which means 
that even if inference was favourable, the margin of accuracy 
was not very large.  In short, this result of estimation suggests a 
possibility that recognises person An accidentally as person B. 
However, according to all inference results in this figure, test 
subjects A and B identified with a success rate 100%. Strictly 
speaking, if except for the first value of test subject A, the 
success rate is 93.3%. Where the recognition the success rate is 
defined as a value obtained by dividing the amount of 
achievement by the total number. This inference result supports 
that there is a significant interrelation between output values of 
neural networks and posture control behaviour. In this study, we 
have confirmed that the neural network enables it possible to 
identify the person by using the Fed(m,n) values.  

 

 

 

 

 

Fig. 12. Estimated result at 12 a.m. Subject A: average is 0.814,standard 
deviation is 0.111. Subject B: average is 0.806,standard deviation is 0.074. 

 

 

 

 

 

 

 

 

Fig. 13. Estimation results by average values of the output of neural networks. 
Some performed "measurement I" is 60 times per one subject. 

 Also, Fig.13 shows distributions of mean value on 
individuals A and B. This is a box-and-whisker plot when 
measured 60 times. According to this figure, the average value 
of person A is 0.834. The maximum value is 0.946. The 
minimum value is 0.522. In this case, the new identification 
method is effective to such data for person A because the 
position and size of the box are proper. Similarly, the new 
identification method is effective to such data for person B. 
However, the distribution of "test subject A" and the "test subject 
B" are different. Thus, it is concerned that the new identification 
method has specificity for data. 

VIII. CONCLUSIONS 
In this study, we propose a method of feature extraction by 

combining attractor pattern, frequency analysis and neural 
network, with the theme of fluctuation of the centre of gravity of 
standing posture which is one of the whole body movements of 
humans, and verified its effectiveness. Furthermore, using this 

method, we propose that there is a possibility of restoring that 
information even if the association between the subject's report 
and the medical data lost. It can be applied to studies to prevent 
malpractice. The following knowledge obtained in this study. (1) 
Attractor analysis using the state quantities of the control system 
is possible as a method of extracting features of the body sway. 
(2) To automatically distinguish between differences in 
biometric information, preprocessing that combines attractor 
patterns and frequency analysis is efficient, which is valid for 
subsequent recognition in neural networks. 

 Since the signal of interest in this study was a one-
dimensional physical quantity which varies with time, there is a 
possibility that it can apply to electrocardiogram waveforms, 
electroencephalograms and body movements. However, an 
application of this study is limited, because Number of subjects 
included in the study is insufficient. Also, it is necessary to 
control changes in image resolution due to the scaling for 
attractor patterns. Furthermore, it is required to increase the 
number of intermediate layers and the number of neurons in the 
neural network to improve the discrimination ability. The future 
works are to classify the information of many subjects and to 
verify the signal generation sources with different physical 
models. 
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Abstract— In electrophysiological signal processing for intra-
muscular electromyography data (nEMG), single motor unit
activity is of great interest. The changes of action potential
(MUAP) morphology, motor unit (MU) activation, and recruit-
ment provide the most informative part to study the nature
causality in neuromuscular disorders. In practice, for a single
nEMG recording, more than one motor unit activities (in the
surrounding area of a needle electrode) are usually collected.
Such a fact makes the MUAP discrimination that separates
single unit activities a crucial task. Most neurology laboratories
worldwide still recruit specialists who spend hours to manually
or semi-automatically sort MUAPs. From a machine learning
perspective, this task is analogous to the clustering-based classi-
fication problem in which the number of classes and other class
information are unfortunately missing. In this paper, we present
a feature analysis strategy to help better utilize unsupervised
(i.e., totally automated) methods for MUAP discrimination. To
that end, we extract a large pool of features from each MUAP.
Then we select the top ranked candidates using clusterability
scores as selection criteria. We found spectrograms of wavelet
decomposition as a top-ranking feature, highly correlated to
the motor unit reference and was more separable than existing
features. Using a correlation-based clustering technique, we
demonstrate the sorting performance with this feature set.
Compared with the reference produced by human experts, our
method obtained a comparable result (e.g., equivalent number
of classes was found, identical MUAP morphology in each
pair of corresponding MU class, and similar histograms of
MUs). Taking the manual labels as references, our method
got a much higher sensitivity and accuracy than the compared
unsupervised sorting method. We obtained a similar result in
MUAP classification to the reference.

Index Terms— Spike sorting, feature learning

I. INTRODUCTION

Motor unit activity analysis provides crucial information
towards diagnosis and treatment of neuromuscular disorders.
In intramuscular electromyography data, when recording
small voluntary contractions with a needle electrode, the
electrical signal obtained is often a combination of more than
one motor unit (MU) from the surrounding area of the needle
tip. Therefore, a motor unit action potential (MUAP) consists
of several muscle fiber action potentials (MFAPs) within the
anatomical MU.

To obtain the changes of MUAP morphology, MU acti-
vation, and MU recruitment that yield valuable information,
one would require activities from a single MU. Neuropathic
conditions occur with decreased recruitment whereas myo-
pathic conditions happen with MUAP morphology changes.
As an example, a MUAP examination can confirm myopathic

*: correspondence thuy.pham@uts.edu.au. Faculty of Engineering and IT,
University of Technology Sydney, NSW, Australia

conditions and identify the differential to find an appropriate
biopsy site [1]. For each recording, most neurology labo-
ratories employ experts who spend hours to classify action
potentials (“spikes”) using commercial software tools (e.g.,
Spike2 [2], Cerebus [3]) . This de-facto standard practice
relies on human-based assessment which is subjective (hence
prone to mistake/errors of the expert) and time-consuming.
An unsupervised/automated classification method is hence
very much desirable.

A spike discrimination procedure involves three basic
phases: spike detection, feature extraction, and spike clus-
tering. Spike detection often involves aligning spikes to
a common temporal point. The feature extraction phase
provides principal information that highlights differences
among spikes. Common spike feature extraction algorithms
are based on principal component analysis (PCA) [4], the
discrete wavelet transform (DWT) [5], or discrete derivatives
[6]. A dimensionality reduction step may be used to select
only the few best coefficients. In the final phase, spikes are
assigned into different MU classes. Existing spike sorting
algorithms using distances (e.g., k-means clustering [7][8]),
mean shift [9][10]), likelihood (e.g., Bayesian classification
(BC) [11]), or super paramagnetic clustering (SPC) [12] have
all been proposed.

In the literature of MUAP discrimination, the relevance
and clusterability of the above existing features have failed
to be addressed. Most previous automated efforts often
only yielded excellent performance for subject-dependent
settings. We hypothesize that higher correlated and more
separatable features across classes may improve the clas-
sification performance of unsupervised subject-independent
MUAP classifiers. We propose to evaluate feature candidates
using our voting-based selection approach for the MUAP
sorting application. This hybrid selection scheme is a data-
driven approach and can compare a comprehensive set of
candidates including existing features and novel variants. The
strategy has been shown successfully in detecting respiratory
artefacts in lung function data [13] and freezing of gait
epochs in acceleration data [14]. However, under the context
of MUAP sorting, the classification involves an unknown
number of class discrimination. In this work, we demonstrate
that such feature analysis approach is also applicable to
MUAP discrimination. The main contributions of this work
are:
• This is the first reported feature analysis approach using

clusterability criterion for MUAP sorting in nEMG data.
• The spectrograms of wavelet decomposition is more
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relevant and discriminative than existing features.
• The accuracy of our proposed is comparable with the

manual reference.
The rest of the paper is as follows. The method details

including data collection, the feature analysis process, sorting
algorithms, and performance metrics are presented in Section
II. The obtained results are reported and discussed in Section
III and IV. Conclusion is drawn in Section V.

II. METHODS

A. Data Collection

1) Physiologically-Based Synthetic Data: We used the
nEMG simulation algorithm by Hamilton-Wright and
Stashuk [15] for our development phase. Note that the
algorithm was shown to produce nEMG data consistent with
those acquired from real muscle (the developed muscle)
[15]. We run the simulator on a Microsoft Windows per-
sonal computer for a concentric electrode during a 10%
contraction maximal voluntary (MVC). Figure 1 illustrates a
synthetic epoch of 100 ms. The voltage range is −516.05→
1019.84 µV . The full settings used for the experiments can
be found in [15].

2) Human Recorded Data: We also collected a real data
set recording from a healthy young male at the Fuglevand
Laboratory [16] using a rack-mounted electro-physiological
recording system CED [2]. Data were sampled at 55.5 kHz.
The experiment settings for force used to create nEMG data
was: time interval of 0.1 ms for force, scale of 0.0023, unit of
“N”. We used the concentric needle electrode. A neurologist
manually provided labels of MUAP appearances together
with its associated MU. Note that though most of the manual
labeling procedure was aided by a commercial software tool
(Spike2 [2]), the human operator is still needed for the final
template matching and adjusting. These labels are referred
to as “reference” during our evaluation.

B. Feature Analysis

1) Selection Scheme: Given a large exploratory feature
pool, a voting process with different selection levels and
criteria (saliency, robustness, and accuracy) is used to figure
out the best feature. After each level, selected candidates be-
come more favourable. Specifically, the first round suggests
the most salient and discriminative subset of features using
mutual information (MI) and separability calculated using
the Euclidean distance (DIS). These features are evaluated
against the reference for detection performance assessment.

Selection criteria, i.e., MI and DIS are calculated as
follows. Let X be a discrete random variable X ∈ X and
C be a target variable (c ∈ C, class label set). The entropy
Hb(X) of X measures its uncertainty [17].

Hb(X)
def
= −∑

x∈X
p(x) logb p(x)

where b is the base of the logarithm. In this work, b = 2,
and hence entropy will be measured in bits.

Let C be a target variable (c ∈ C, class label set). The
conditional entropy of X given C is defined by:

H(X |C) =−∑
c∈C

p(c) ∑
x∈X

p(x|c) log p(x|c).

The mutual information [17] between X and C, MI(X ;C),
measures the amount of information “shared” by X and C.
MI is then interpreted as the relevance of X and C:

I(X ;C) = ∑
x∈X

∑
c∈C

p(xc) log
p(xc)

p(x)p(c)

To assess discrimination of features, relevant candidates
are considered having nearest instances (by Euclidean dis-
tances) of same class closer and having nearest ones of other
classes more far apart. The weighting of these distances,
called DIS, is calculated using the RELIEF algorithm [18]
(as similarly implemented in [19] or built-in packages of
MATLAB, The MathWorks Inc., Natick, MA, 2000).

2) Feature Pool: We extracted twelve groups of features
in both time and frequency domains (Table I). In the table,
existing features include amplitude range information of
EMG data, DWT, top ten selected by KS tests [20] of
DWT, top ten percentage selected by ICA or PCA. Our new
feature candidates are singular value decomposition (SVD)
of spectral analysis and spectrograms of raw amplitude data
or DWT transformed data.

TABLE I: List of candidates in the EMG feature pool.

Group
ID

Domain Description New
or
not?*

Feature
ID

1 Time Maximum amplitude of
EMG

No 1

2 Time Minimum amplitude of
EMG

No 2

3 Time Range amplitude of
EMG

No 3

4 Frequency DWT level d3 No 4-128
5 Frequency DWT level d4 No 129-253
6 Frequency DWT level a3 No 254-378
7 Frequency SVD of spectral analy-

sis
Yes 379-386

8 Time ICA (ten percentage) No 387-398
9 Time PCA (ten percentage) No 399-410
10 Frequency KS test of DWT (top ten

coefficients)
No 411-420

11 Frequency Spectrograms of raw
amplitude

Yes 421-
1065

12 Frequency Spectrograms of DWT Yes 1066-
1710

Several methods used for the new feature extraction (i.e.,
they have not been proposed for nEMG spike sorting) are
described as follows. Discrete wavelet analysis that repre-
sents signals in both frequency and time is a very useful tool
in the neuroscience field [21]. Transient differences in high
frequency features (sharp edges and steep leading or trailing
slopes) and/or in low frequency features (duration of the
repolarization phase) can present the morphology of spikes.
In this work, MUAPs are first decomposed into wavelet
coefficients using the DWT method [5]. These coefficients
represent differences among spikes based on the quantifica-
tion of energy found in specific frequency bands at specific
time locations. We implemented a 4-level decomposition and
Haar window using built-in functions of MATLAB (The
MathWorks Inc., Natick, MA, 2000).

Due to the multi-modal distribution of coefficients [22],
we rank these candidates by scores calculated by devia-
tion from normality, using a modification of Kolmogorov-
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Fig. 1: Example of a 100-ms epoch of the simulated nEMG.

Smirnov (KS) test [20]. Let X be a data set, the score is
max(|F(x)G(x)|) where F(x) is the cumulative distribution
function of X and G(x) is a Gaussian cumulative distribution
function with the same mean and variance. To minimize
the effect of overlapping spikes, for each coefficient, only
values within three standard deviations (both directions) are
considered [22]. In order to create a compressed input to
the sorting process, only the ten largest score candidates are
selected to best separate spikes.

Finally, these selected coefficients are transformed to a
series of spectral snapshots (spectrograms) using the short
Fourier transform (STFT [23]). Specifically, let v be the
wavelet feature of a spike. A Hamming window is used with
STFT to transform v into an image of spectrogram. Hence,
distance between spikes are the correlation coefficients be-
tween these images.

C. Automated Spike Sorter

1) Preprocessing: Intramuscular data is corrupted by
spike-like correlated noise. Thus, we need to make data
points statistically independent (“pre-whitening”). A prac-
tical approach employs a linear prediction filter [24] to
whiten the input signal itself before we extract any MUAP.
In this work, we use a third-order forward linear predictor
(FIR filter) that predicts the current value of the real-valued
original data based on past three samples [24]. Using timing
labels from the reference, we extract the spike set together
with labels of MU classes. All spikes are extracted with the
same window size of 8 ms.

To focus on sorting evaluation, overlapping spikes (i.e.,
have more than two MU in the same window) relate more to
spike detection than sorting algorithms. Thus, we removed
overlapping spikes with small delay by detecting multiple
peaks within a spike window. For overlaps without delay
(i.e., they may look like the firing of a new neuron), we do a
re-sorting step as described in the post-preprocessing section.

2) x-Class Sorter: After feature extraction steps, based on
MUAP morphology, the correlation between spikes is used
as the similarity measure for an number x-class sorting ap-
plication [25], [26] where x is unknown. Instead of using the
Euclidean distance metric, to account for electrode drift and

normalized values that suit for subject-independent settings,
we proposed to use the correlation metric that ranges from
0 to 1.

Let IX and IY be two feature vectors of MUAP X and
MUAP Y , respectively. rX ,Y is the correlation between two
feature vectors of X and Y rX ,Y = C {X ,Y}

σX σY
where rX ,Y is

the correlation coefficient between MUAP X and MUAP Y .
C {X ,Y} is the covariance of two feature vectors X and Y . σX
and σY are the variances of X and Y , respectively. The class
assignment variable of X is defined by the correlation based
sorting scheme. The sorter starts with a single class contains
all spikes having high correlation rX ,Y with the initial spike
given a desired threshold level (e.g., 0.9). Then the sorter
stops when the unsorted pool of remaining spikes is empty.

3) Post-processing: Because the firing behaviour of an
individual MU relates to its recruitment threshold [27] [28],
the size of a valid cluster corresponding to a MU should
exceed a parameter. According to the recruitment threshold
assignment derived from the work of Fuglevand [29]) and
popular settings found in the literature, we set this parameter
to 40. All clusters with size smaller than 40 were merged
into a group, called catch-all class. We assume that these
small clusters may associate with overlapping spikes without
delay. To assign the labels for clusters (or individual spike
if that is the catch-all cluster), we measure the correlation
between the mean waveform of the cluster and the one of
the reference group. A label is chosen if the match has the
highest correlation score.

D. Reference Works

The objective reference clustering results are available for
the synthetic data as the simulator is controlled during data
generation. However, this is usually not available for the
recorded data. Ideally the reference could be derived from
simultaneous intra-cellular recording, but availability of such
data is limited. The most common practice in physiology
laboratories involves using commercial software (e.g., Spike2
in our work) and manual checking by an (human) operator.
This approach was used to obtain the reference in this work
for real recordings.
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We also compare our proposed method with a relevant
work using the DWT extraction and super paramagnetic
clustering (SPC) [12]. We applied settings for the SPC
method as recommended in [30]. Specifically there were
q = 20 states, K = 11 nearest neighbours, and N = 500
iterations for clustering. The range of temperature was from
0 to 0.201 in steps of 0.01. The implementation was provided
by the authors of [12] (MATLAB packages, The MathWorks
Inc., Natick, MA, 2000) .

E. Performance Metrics

Performance metrics for a multi-class classification task
are derived from the confusion matrix. Let M be the con-
fusion matrix of sorting outcome. The successful predicted
events (True) for a class are on the diagonal of M. All other
members of M are incorrectly predicted events (False). Let
Mi j denote the number of test outcomes (i.e., ground truth
labels, Groundi) of class i, that were predicted as class j,
Predicted j. The successful predicted events (True) for class
i, denoted Tii, are on the diagonal of M. All other members
of M are incorrectly predicted events (False), denoted Fi j
where i 6= j.

M =

Predicted1 . . . Predictedi . . . PredictedC


T11 . . . F1i . . . F1C Ground1

...
. . .

... . . .
...

...
Fi1 . . . Tii . . . FiC Groundi
... . . .

...
. . .

...
...

FC1 . . . FCi . . . TCC GroundC

(1)
The sensitivity and positive predictive value (PPV) of class

i, Seni and PPVi, are defined as follows.

Seni =
Tii

Tii +∑ j 6=i Fi j
(2)

PPVi =
Tii

Tii +∑ j 6=i Fji
(3)

III. RESULTS

A. Selective Features

Ranking over the entire exploratory pool, each feature
candidate was found with a ranking score by aforementioned
saliency criteria (Fig. 2; sorted from high to low scores.
The higher saliency score indicated the higher ranking order.
Among the top quarter (i.e., highest 25% ranking) of the
pool, the distribution of feature groups (Fig. 2b) shows that
the list includes DWT and Spectrograms of DWT coefficient
features (Table I).

As can be seen, scores dropped quickly outside of the
top 25 percent candidates by DIS criterion and only after
80 percent candidates by the MI score. We found that, by
MI criterion, except for the single feature of Group 1, all
other members of the top 25 percent belong to Group 12.
Meanwhile, by DIS criterion, though the top 25 percent
includes several groups, Group 12 still dominates the high
score area. Hence, we proposed to use the feature set Group
12 for the next evaluation in terms of sorting performance.

(a) Ranking of the entire feature pool.

(b) The histogram of the top 25 percent candidates.

Fig. 2: Example of feature ranking by DIS criterion.
(a) Ranking scores for the entire feature pool. Vertical:
saliency scores; Horizontal: ranking order (highest = 1,
lowest = 1710). (b) The histogram of the top 25 percent

highest-score candidates by feature groups (Table I).

B. Sorting Performance

1) Synthetic Data: After preprocessing, spike sets were
prepared for the sorting stage as in Table II. In the refer-
ence set, the MU1 class has much larger amplitude range
than other four classes . Classes MU2-5 have only slight
difference in the waveforms. Our sorter produced five clusters
that match with five reference classes. After assigning labels,
the histograms were compared with the reference histogram
(Fig. 3). In terms of the confusion matrix, the general
classification accuracy and class-wise sensitivities as well as
predictivities are reported in Table III.

TABLE II: Spike set inputs. Class proportions are in order
of the MU names in the labels.

Synthetic data Recorded data
Number of spikes 1230 1220
Number of classes 5 3
Class proportion 336:269:226:207:192 440:483:535

2) Recorded Data: Table IV depicts the distribution of
spikes in large clusters corresponding to the reference classes
from the recorded dataset. Both automatic clustering methods
had about 19% catch-all spikes . There were three reference
classes. While the amplitude range of spikes in MU1 and
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Fig. 3: Agreement in histograms of automatic methods against the reference for synthetic data.

TABLE III: Synthetic data MUAP sorting comparisons
between automatic methods and the reference. Accuracy

measures (in %) use simulation settings as reference.
True/False are MU matching or not with the reference

labels.

Include catch-all Not include catch-all
Metrics Class name SPC-

based
Our
method

SPC-
based

Our
method

MU1 39.3 92.5 100.0 100.0
MU2 85.1 67.6 100.0 98.4

Sensitivity MU3 74.7 75.2 98.8 98.3
MU4 71.9 69.5 99.3 88.9
MU5 19.3 88.0 0 72.9
MU1 100.0 100.0 100.0 100.0
MU2 81.2 98.9 98.2 98.9

PPV MU3 54.5 80.2 54.5 80.2
MU4 98.6 97.9 54.6 97.9
MU5 10.4 44.9 0 100.0

Average accuracy 58.2 79.3 81.9 94.8

MU2 are ±0.5 µV, MU3 ranges much larger (±1 µV).
Sorting performance for each MU and the general accuracy
were depicted in Table V.

TABLE IV: Distribution of spike count in large clusters
corresponding to the reference classes from the recorded

dataset.

Clusters Our method SPC-based Manual reference
MU1 MUAPs 314 368 383
MU2 MUAPs 283 335 408
MU3 MUAPs 378 284 429
un-sorted MUAPs 245 233 0

In contrast with our superior results against the SPC
when applied to the synthetic data, results of both automatic
techniques were comparable with recorded data. However,
it might be due to the small size of dataset and a small
number of active MUs recorded. We may also need an inter-
rater measurement to alleviate the human subjectivity of the
manual reference in evaluation. These should be addressed
in future work for the method. In general, all performance
measurements we achieved in this study are among the most
accurate outcomes in spike sorting evaluation works.

IV. DISCUSSION

Given a large exploratory feature pool, to select the best
feature, a voting process consists of three levels: saliency,

TABLE V: Comparison of sorting performance using
recorded data between automatic methods. Accuracy

measures (in %) use manual labels as reference. True/False
are MU matching or not with the reference labels.

Include catch-all Not include catch-all
Metrics Class name SPC-

based
Our
method

SPC-
based

Our
method

MU1 99.7 99.7 99.7 99.6
Sensitivity MU2 89.9 68.6 100.0 99.6

MU3 74.6 83.9 100.0 100.0
MU1 71.8 65.8 100.0 99.6

PPV MU2 99.7 99.6 99.7 99.6
MU3 100.0 100.0 100.0 100.0

General accuracy 87.6 83.7 99.9 99.8

robustness, and accuracy selection. This strategy has been
successfully demonstrated with anomaly detection scenarios
in our earlier works [13], [14]. However, both of the cases are
two-predefined-class detection tasks. Though MUAP sort-
ing involves an unknown-class-number classification task,
the feature analysis scheme still addresses the best feature
candidate for the clustering purpose. Synthetic and human
recorded datasets of motor unit action potentials were used
to demonstrate the performance. Compared with the manual
reference, our MUAP sorting method is comparable (regard-
ing to the number of MUs found and histograms of MUs).
Moreover, in the compared method (SPC-based),the tempera-
ture terminology used for reviewing outcome is less intiuitive
than the correlation as in our method. The correlation values
range 0→ 1 while the measure of temperature is difficult to
tune.

V. CONCLUSION

In this work, a feature analysis approach for spike sorting
in MUAP is reported. We analyzed a large pool of candidates
for MUAP feature extraction. We used ranking scores by sev-
eral saliency criteria including mutual information, Euclidean
distance based discrimination. This hybrid selection scheme
is a data-driven approach and can compare a comprehensive
set of candidates including existing features and novel vari-
ants. The most selective features learnt from this process are
most applicable to the unsupervised and subject-independent
applications. We demonstrated the classification performance
with this feature using both synthetic nEMG and human
recorded data. Compared with the reference produced by
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Fig. 4: Agreement in histograms of automatic methods against the reference for recorded data.

human experts, our method obtained a comparable result
(e.g., equivalent number of classes was found, identical
MUAP morphology in each pair of corresponding MU class,
and similar histograms of MUs).
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Abstract—In recent years there has been a surge of interest
in applying deep neural networks to electronic health records
(EHRs) for predictive clinical tasks. EHR data cannot be mined
like traditional image or text data because it has unique charac-
teristics including temporality, irregularity, heterogeneity (both
structured and unstructured) and incompleteness. We begin by
identifying weaknesses in the way deep learning is currently
being applied to health data. Then, leveraging these insights, we
propose an end-to-end strategy for extracting complimentary
deep feature representations from EHRs. This strategy is based
on a “bringing model to data” machine learning approach
instead of “transforming data to model”. It uses multiple neural
networks, that have each been optimised for the characteristics
of their input data, to extract features. Then, the output of these
neural networks is combined. We show that prediction accuracy
improves as the output of each neural network is contributed.
This work demonstrates the value of extracting relevant insights
from different aspects of a patients record, which is analogous
to how a clinician makes decisions.

Keywords—EHR, deep neural networks, holistic learning, pa-
tient representation

I. INTRODUCTION

Electronic health records (EHRs) are rapidly being
adopted by health care providers. This has resulted in a sig-
nificant increase in the quantity and availability of EHR data.
According to a recent report from the Office of the National
Coordinator for Health Information Technology, more than
80% of hospitals in the United States had some form of EHR
system implemented in 2015[1].

While the primary use of EHR data is improving clin-
ical efficiency, there is a renewed and growing interest in
the secondary application of EHR data for various clin-
ical tasks, such as disease diagnosis[2]-[6], readmission
prediction[7]-[10], automatic coding[11]-[14], and future dis-
ease modelling[5][15][16].

To date, most of these applications were based on tradi-
tional machine learning techniques such as Support Vector
Machines, Random Forest, and various ensemble learning
methods. More recently, applications have started using the
same deep learning techniques shown to be effective in other
domains such as images and text. Many of these research
efforts have demonstrated that there is improved performance
when neural networks are trained on a large volume of digital
patient data[2]-[10]. Most of this deep learning has worked
by either 1) transforming a single data source (e.g. discharge
summaries) into an appropriate input format before feeding
it into the neural network for training; or 2) transforming
and combining multiple data sources (e.g. prescriptions and
ICD-9 codes) before feeding them into the neural network for
training.

We argue that EHR data, which captures several different
aspects of patient health, should be processed and learned
in a more holistic way - to more closely replicate what
clinicians do. Our end-to-end neural network extracts and
combines insights from different aspects of the patient record.
We believe this is the first of its kind and fundamentally
different to the current popular approaches that only look at
one single aspect of the EHR data at a time.

It is important to point out the following contributions of
this research:

• To the best of our knowledge, the proposed technique
is the first to use multiple neural network architec-
tures to extract and learn from multiple data sources
or observations in EHR data.

• For the two multi-label classification tasks detailed
in this paper, we show that this technique achieves
better prediction accuracy for than models trained on
a single source.

Section I of this paper provides some background on EHR
data and deep learning. Section II looks at recent work that
has applied deep learning to EHR data. Section III details
our proposed end-to-end neural network model. Section IV
describes the dataset. Section V evaluates the results of using
the proposed technique with the dataset. Section VI concludes
this paper by exploring options for future work.

II. BACKGROUND

This section provides an in-depth description of EHRs
before looking at the rationale and context for applying
machine learning and deep learning to EHR data.

A. EHRs

EHRs capture relevant information about a patient and
their health - including demographics, historical admissions
and discharges, lab test results, prescriptions, medical images
and clinical notes.

They present a number of challenges that are not present in
traditional text or image data, such as temporality, irregularity,
heterogeneity, and incompleteness.

B. Secondary Application of the EHR

Earlier work in leveraging EHRs for secondary appli-
cations was primarily focused on using traditional machine
learning methodologies such as Bags-of-Words. These tradi-
tional methodologies extract relevant information from the
records, as vector-based representations, and then train a
shallow classifier on top of the features. They require intensive
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manual effort and do not scale well in different settings. In
addition, they require the domain knowledge of experts to
develop effective feature representations.

In more recent work, researchers have found the appli-
cation of deep learning techniques to EHR data has yielded
consistently better results. An important characteristic of this
technique is that little or no domain knowledge is required
because feature representations are learned automatically.
Different feature sets are learned from the input based on
the problem or loss function that model tries to minimize.
Given the same input data and model architecture, deep
learning techniques both maximize and minimize the weight
or contribution of the same input representation to produce
the optimal result for the relevant problem.

1) Patient Representative Learning: Inspired by the suc-
cess of applying deep learning techniques for addressing NLP
problems, patient representative learning represents the patient
as vectors of feature embeddings. Varied medical information
is concatenated into a single vector embedding[4][5][6].

The Deep Patient representation by Miotto et al.[5][6]
is one of the most popular works on feature learning from
patient EHR data. Their method transforms relevant patient
information (e.g., medication, diagnoses, and procedures) into
a single word2vec style of vector embedding and then feeds
it into a three-layer stack of de-noising auto-encoders that
capture the hierarchical inter-dependencies of input features.

2) Information Extraction: Extracting information from
EHRs is a popular research topic. Clinical concepts, medical
events, procedures and abbreviation expansion can be derived
from both free text and structured data. In the past, extracting
this data has been very time consuming - even for human
annotators. Recent applications of deep learning techniques
have yielded impressive results. For the task of extracting
clinical concepts, Jagannatha et al.[18][19] experimented with
several neural networks such as LSTM, Bi-LSTM and GRUs.

3) Predictive Modelling: In Predictive modelling, machine
learning models use patient representations and information
extracted from EHRs to predict future clinical outcomes. A
wide variety of clinical applications are being proposed - in-
cluding heart failure, hypertension, suicide risk, re-admission
risk, ICD-9 code recognition, and diabetes risk. Leveraging
word2vec vectors for patient representation (using only cate-
gorical codes), Choi et al. [21] found that simple MLP neural
networks performed the best for heart failure prediction.

III. METHODOLOGY

Most of the deep learning frameworks currently being ap-
plied to EHR datasets work by either 1) using a single specific
data source (e.g., discharge summary), or 2) transforming and
combining multiple data sources into a single vector before
feeding it into the network. We argue that these approaches
are not optimal for feature extraction and learning from EHR
data because of the inherent information loss. In addition,
they do not reflect the way a clinician uses data in practice.
Clinicians do not base their diagnoses on a single data source.
They take in, and process, all relevant observations in their
natural form discharge summaries as text documents, clinical
images as images, and lab test quantity results as numbers.

A. Feature Transformations

We use four of the observations, associated with an
admission, as inputs into our model - discharge summaries,
prescriptions, vital signs, and lab test orders. This section
describes how each of these inputs is pre-processed and
transformed.

1) Discharge Summaries: As discharge summaries consist
of unstructured text, we leverage the one-hot encoding with
1D convolutional network method proposed by Kim et al
[24]. We load a pre-trained 200-dimensional Glove word
embedding from [25] into a lookup table. For each word
in the discharge summary, we try to find the matching 200-
dimension vector from the look up table. If a match is not
found, we return a vector of zeros. Figure 1 demonstrates
how word embedding works.

Fig. 1. 1D convolution word2vec embedding for text.

After the matching encoding has been assigned to each
of the words, the shape of the input tensor is a matrix with
height equal to the number of words and width equal to 200.

2) Prescriptions: Prescriptions are the drugs administered
during the ICU stay. The Prescriptions are found by com-
bining several attributes into a single string for each admis-
sion (e.g., Drug type, Drug name generic, Dose val rx, and
Route). Once prescriptions have been transformed into text,
we apply the one-hot encoding technique described in the
previous section. However, instead of using the concatenated
word-level encoding strategy, we take the average of normal-
ized word vectors of all the words in the text. This approach
produces a one-dimensional vector which is used as input into
the model.

3) Vital Signs: Vital Signs were selected from the four
most common measurements taken at the bedside during a
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patients stay. These were: Heart Rate, Noninvasive Blood
Pressure (NBP) systolic, NBP diastolic, and NBP mean.
Typically, each measurement would be recorded hourly.

For training, a 48-hour window of hourly vitals measure-
ment was chosen. The window started when a patient was ad-
mitted to the ward. Where there were multiple measurements
in an hour the maximum value was chosen. Where values
were missing a zero was used for that hour. For ward stays
that were shorter than 48 hours, zero padding was employed.
Figure 2 is the matrix representation of the training data:

Fig. 2. The matrix representation of vital signs.

This data has obvious temporal characteristics and can
be viewed as a time sequence of values. Alternatively, the
time dimension can be ignored and each time step can be
horizontally stacked to form a 1D input vector.

4) Lab Test Orders: The Lab test orders training dataset
contained 575 unique lab test result types. For each patient the
one hot encoding technique was applied to create vectors that
contained a one (’1’) if that test was ordered during their stay,
and zero (’0’) otherwise. This test data is presented during
training as a 1D vector that is 575 dimensions wide. See
Figure 3 for an example of this.

Fig. 3. The vector representation of lab tests.

B. Model Architecture

The proposed deep learning framework extracts and trans-
forms features from multiple data sources before training a
final classifier on the combined outputs.

It has two distinct stages. In stage one, specific data types
are extracted from the EHR and then transformed. For each
data type, we apply the most appropriate feature transfor-
mation before feeding it into a neural network architecture
optimized for that data type. In stage two, a classifier is trained
using the combined outputs (last hidden layer) of all the stage
one models. The strength of the proposed method is that it
allows you to apply the transformation and model architecture
that will extract the most out of each of the different data
sources. The proposed framework is an example of end-to-end
learning because the combined model is optimized globally,
without the need to train each network independently.

For example, free text discharge summaries are processed
using the word2vec feature transformation and then ingested
into a 1-Dimensional Convolutional network architecture for
learning. This architecture was chosen for the free text dis-
charge summaries because previous researchers have demon-
strated good performance in applying it to free text. By
contrast, time series may require an RNN style architecture.

Figure 4 lists the transformations and network architec-
tures for each of the sub-models; Figure 5 describes the
combined architecture used in this research.

Fig. 4. Transformations and network architectures for the combined model.

We evaluated a number of model architectures to select
the best models; first for each data source and then for the
combined model. To illustrate this process, we detail how we
selected the best model for Vitals data source.

Vitals data was prepared as a time sequence of values
with 48 time steps. We initially investigated the Recurrent
Neural Network (RNN) model architecture because it uses the
temporal dimension of data. To decide which RNN memory
cell type to use we evaluated the performance of four cell
type options (ie: Simple RNN, Long Short-Term Memory
(LSTM), Bidirectional Long Short-Term Memory (Bi-LSTM),
and Gated Recurrent Units (GRU)). We also investigated
the performance of a Convolutional Neural Network (CNN)
model which ignores the temporal dimension of the data. In
this configuration the vitals data is presented to the input as
a 1D vector.

Figure 6 summarizes the results of training the various
vitals model architectures and batch sizes.

Figure 7 shows the RNN memory cell and CNN perfor-
mance values plotted by batch size. Of the RNN models,
Bi-LSTM performed the best with LSTM being the next
best. However, the CNN model out-performed the RNN
architecture for this dataset. Based on this analysis the CNN
architecture was chosen for the vitals data in the final com-
bined model.

IV. DATASET

The framework proposed in this research was evaluated
using the public MIMIC III dataset[23]. This is the largest
public dataset of this type. It contains approximately 60,000
ICU admission records from Beth Israel Deaconess Medical
Center in Boston over an 11 year period. Each admission is
associated with various observations and information about
the patient including demographics, vital signs, discharge
summaries, lab tests, clinical notes, prescriptions, ICD-9
codes and charts. The De-identification processing on the data
was done according to the Health Insurance Portability And
Accountability Act (HIPAA) standards meaning that all of
the eighteen identifiable elements were removed.
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Fig. 5. The proposed end-to-end deep learning architecture transforms and extracts features from multiple data sources, before training a final classifier on
the combined outputs. From left to right, the sub-network architecture and parameters for vital signs, discharge summaries, prescriptions, and lab test orders.

Fig. 6. Multi-Label Hamming Distance by Batch Size for ICD-9 Code Group prediction using ICU Vitals.

V. EVALUATION

This section details our experiments using the proposed
framework on the MIMIC III dataset. We evaluated two multi-
label classification tasks - ICD-9 group prediction and lab test
order prediction.

We used the deep learning library Keras with a Tensorflow
backend for both tasks. When we conducted our research, the
version of the Keras library did not directly support multi-
label output. For each label, we used a thresholding technique
based on Matthews Correlation Coefficient to determine the
best cut-off threshold value for converting the label probabili-
ties into ones and zeros. Specifically, our neural network was
trained with binary cross-entropy loss function with a Sigmoid

activation function. The model also uses the efficient Adam
optimization algorithm for gradient descent and is trained over
20 epochs.

We ran the same experiment with 10-fold cross-validation,
with different random seeds, ten times with different train/test
data sets. We reported averaged prediction accuracy of the test
data. The Hamming loss (See Equation 1, which essentially
is the fraction of labels that are incorrectly predicted), and
average AUC score over all labels were used as the evaluation
metrics for the two multi-label problems.
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Fig. 7. Multi-Label Hamming Distance by Batch Size for ICD-9 Code
Group prediction using ICU Vitals.

Data Source Hamming Loss Standard Deviation
Baseline (All Zeros) 0.1854 0.0004
Discharge Summary (DS) 0.1202 0.0027
Prescription (P) 0.1759 0.0050
Vital Signs (VS) 0.1854 0.0093
Lab Test Orders (LT) 0.2058 0.0071
DS + P 0.1163 0.0025
DS + P + VS 0.1160 0.0045
DS + P + VS + LT 0.1130 0.0018

TABLE I. EVALUATING ICD-9 GROUP PREDICTION WITH HAMMING
LOSS.

HammingLoss(xi, yi) =
1

|D|

|D|∑
i=1

xor(xi, yi)

|L|
, (1)

Where |D| is the number of samples, |L| is the number
of labels, yi is the ground truth, and xi is the prediction.

A. Task 1: ICD-9 Group Prediction

This task predicts a patient’s ICD-9 Group labels using
the admission data. ICD-9 Group labels are used to categorize
medical conditions. We used the 25 Adult ICU-related ICD-9
Group labels described in [26].

To assign one or more of the 25 ICD-9 Group labels to
an admission we followed the guideline published by Health
Cost and Utilization (HCUP). Since nearly all admissions
have more than one diagnoses, we formulated this as a multi-
label classification problem. See Table I and II for evaluation
performance.

We can see that the Hamming Loss score decreased as
each new data source was added into the network. The best

Data Source Average AUC Standard Deviation
Baseline (All Zeros) 0.593 0.0004
Discharge Summary (DS) 0.706 0.0034
Prescription (P) 0.585 0.0005
Vital Signs (VS) 0.443 0.0005
Lab Test Orders (LT) 0.550 0.0006
DS + P 0.716 0.0005
DS + P + VS 0.715 0.0005
DS + P + VS + LT 0.723 0.0005

TABLE II. EVALUATING ICD-9 GROUP PREDICTION WITH AVERAGE
AUC.

Data Source Hamming Loss Standard Deviation
Baseline (All Zeros) 0.1162 0.0002
Discharge Summary (DS) 0.0494 0.0008
Prescription (P) 0.0565 0.0005
Vital Signs (VS) 0.0758 0.0020
DS + P + VS 0.0445 0.0001

TABLE III. EVALUATING LAB TEST ORDERS PREDICTION WITH
HAMMING LOSS.

Data Source Average AUC Standard Deviation
Baseline (All Zeros) 0.558 0.0002
Discharge Summary (DS) 0.802 0.0002
Prescription (P) 0.776 0.0007
Vital Signs (VS) 0.704 0.0002
DS + P + VS 0.820 0.0002

TABLE IV. EVALUATING LAB TEST ORDERS PREDICTION WITH
AVERAGE AUC.

single observation was discharge summaries, which achieved
a score of 0.1202. The combined model was able to improve
on this score (ie: 0.1130), after adding all data sources,
despite the fact that the individual data sources performed
significantly worse on their own. Similar performance gains
were also realised using the averaged AUC score, where the
best single observation was 0.706 for discharge summaries
and 0.723 after combining all available data sources.

B. Task 2: Lab Test Order

This task predicts which lab tests will be ordered using
the admission data. We found a total of 575 unique lab tests
in the dataset (e.g. Monocytes, Hemoglobin A and Cancer
Ag 125 tests). As it is highly likely that multiple lab tests are
ordered for a patient admitted to ICU, we also formulated this
as a multi-label classification problem. See Table III and IV
for evaluation performance.

Again, we saw an improvement over the best single data
source when multiple data sources were combined. As with
Task 1, the best single feature was the discharge summaries
with a Hamming loss score of 0.0494. Again, the combined
model was able to improve this score (ie: 0.0445), after
adding the prescriptions and vital signs data sources. Similar
performance gains were also realised using the averaged
AUC score, where the best single observation was 0.802 for
discharge summaries and 0.820 after combining all available
data sources.

VI. CONCLUSIONS

This work proposed an original end-to-end strategy for
holistic learning from EHRs. The main contribution is two-
fold. First, to account for the heterogeneous nature of the EHR
data, we adopted the concept of bringing model to data instead
of the common transforming data to model learning approach.
Second, we combined the contributions from multiple neural
networks for improved prediction accuracy for two tasks.
We tested our deep learning model on the popular MIMIC
III dataset, which achieved improved performance when the
model was provided with more data sources belonging to the
same admission. This is analogous to how a clinician makes
decisions.
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In future work, it would be good to investigate how
transfer learning can be applied to deep EHR models. It should
be possible to improve the accuracy of a single holistic EHR
model, trained on a large population, for different tasks using
very little new data. This is a popular and successful approach
in image recognition, where millions of images are used to
train the general baseline model before fine-tuning it for other
tasks.
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Abstract—Protein structure prediction is considered as one of the most

long-standing and challenging problem in bioinformatics. In this paper,

we present an efficient ant colony optimization algorithm to predict

the protein structure on three-dimensional face-centered cubic lattice

coordinates, using the hydrophobic–polar model and the Miyazawa–

Jernigan model to calculate the free energy. The reinforcement learning

information is expressed in the k-order Markov model, and the heuristic

information is determined based on the increase of the total energy. On

a set of benchmark proteins, the results show a remarkable efficiency of

our algorithm in comparison with several state-of-the-art algorithms.

I. INTRODUCTION

Proteins are essential components of all living cells and play a vital

role in biological processes of living organisms. They are sequential

chains of amino acid connected by single-peptide bonds, and therefore

also known as polypeptides. The three-dimensional (3D) structure of

a protein exposes its properties and features. A misfolded protein

can cause many dangerous diseases, such as Alzheimer, diabetes,

cancer [1]. Analyzing the structure of proteins allow us to understand

their features and produce medicines for diseases caused by protein

misfolding [2], [3].

Unfortunately, it is complex and difficult to simulate a protein

nature into 3D structure [4], [5]. Therefore, protein structure pre-

diction (PSP) remains as a highly challenging problem for both the

biological and computational communities. Several in-vitro methods

were proposed to study proteins at atom-level like, such as X-ray

crystallography, nuclear magnetic resonance (NMR). However, these

methods is time-consuming and costly, unsuitable for large-scale

situations. For this reason, computational methods for predicting the

structure of proteins are promising alternatives [6], [7].

So far, there are three computational approaches: homology model-

ing, threading and ab initio. The first two approaches can only be used

when compatible labels exist in the Protein Data Bank [8], limiting

their applications. Methods in the ab initio approach predict the 3D

structure of proteins, relying only on its primary amino acid sequence.

From a given amino acid sequence, they predict the 3D structure

of the protein by finding a unique 3D conformation with minimal

interaction energy [4]. The model for solving this problem has been

optimized by the search space and the target function.

In practice, the search space is very large and determining in-

teraction energies is a complex and costly task. High-resolution

methods can only handle proteins with length below 150 amino acids.

That is why the lattice structure is used, wherein every amino acid

corresponds to a node in a discretized search space. This simplicity

allows developing highly efficient algorithms, especially when applied

to longer proteins.

Many methods to apply the lattice structure have been consid-

ered [9]–[11], and among them, 3D face-centered cubic lattice (3D-

FFC) possesses many advantages over other methods [12], [13] and

have been used by many researchers [10], [14]–[16].

There are two popular energy models, aproximating the optimal

structure of proteins: Hydrophobic–Polar (HP) energy model [10],

[17] and Miyazawa–Jernigan (MJ) energy model [18]. In the HP

model, every amino acid is considered a bead labelled as hydrophobic

(H) and polar (P), and energy is determined from the physical

interactions among H-nodes, whereas P-nodes are seen as neutral.

The MJ model considers interactions between specific pairs of amino

acids, thus being closer to the realistic model of free energy.

PSP has been classified as an NP-hard problem [19], [20], and so

heuristic and metaheuristic algorithms have been proposed to solve it.

Many of those are based on population, such as: ant colony optimiza-

tion (ACO) [21], artificial learning system [22], generic algorithm

(GA) [23]–[25], population-based algorithm [26], particle swarm

optimization (PSO) [27], firefly algorithm [14]. Recently, Rashid et al.

has proposed two methods based on the GA: GAplus [15] (HP energy

model) and MH-GA [16] (graded energy, strategically mixing the MJ

energy with the HP energy). The performance of these algorithms is

outstanding in comparison with several the state of the art algorithms.

In this paper, we propose the K-ACO algorithm for PSP, in which

the pheromone trail is calculated according to k-order Markov model,

which is suitable for 3D structure reception. When using the HP

energy model, a local search algorithm is applied to the best solution

at each iteration step. Its effectiveness is shown by comparing the

simulation study against GAPlus [15], TLS [28] MH-GA [16], Hybrid

[29], Local Search [30].

The rest of this paper is organized as follows. In Section II, we

briefly provide the background knowledge about the FCC lattice

protein representation, the HP and MJ models and some related

works. Section III is dedicated for the new algorithm, K-ACO. The

simulation study is shown in Section IV. The conclusion is presented

in the last section.

II. PROBLEM STATEMENT AND RELATED WORKS

In this section, we briefly describe PSP from its native amino acid

sequence in the FCC lattice representation of proteins, the objective

functions (HP and MJ), some related works, and the ACO method.

A. FCC lattice and presentation of protein

The FCC lattice is obtained by discretizing the 3D space, formed

around triangles. Each node only has 12 neighbors whose relative co-

ordinates to the current node are (1, 1, 0), (1, 1, 0), (1, 1, 0), (1, 1, 0),
(0, 1, 1), (0, 1, 1), (1, 0, 1), (1, 0, 1), (0, 1, 1), (1, 0, 1), (0, 1, 1) and

(1, 0, 1). This is illustrated in Fig. 1. Given a primary amino acids

sequence, a feasible protein sequence is a sequence where any pair

of consecutive amino acids in the primary sequence are neighbors.

Compared to other lattices, the FCC lattice is close to the natural

structure of proteins, with many advantages [12], [13], such as highest

packing density, smaller root mean square deviation values.

B. The energy models

Two energy models frequently used to determine the target function

of this problem are the HP and MJ models.
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TABLE I: Energy values between every protein pairs

CYS MET PHE ILE LEU VAL TRP TYR ALA GLY THR SER GLN ASN GLU ASP HIS ARG LYS PRO

CYS -1.06 0.19 -0.23 0.16 -0.08 0.06 0.08 0.04 0.0 -0.08 0.19 -0.02 0.05 0.13 0.69 0.03 -0.19 0.24 0.71 0.0

MET 0.19 0.04 -0.42 -0.28 -0.2 -0.14 -0.67 -0.13 0.25 0.19 0.19 0.14 0.46 0.08 0.44 0.65 0.99 0.31 0.0 -0.34

PHE -0.23 -0.42 -0.44 -0.19 -0.3 -0.22 -0.16 0.0 0.03 0.38 0.31 0.29 0.49 0.18 0.27 0.39 -0.16 0.41 0.44 0.2

ILE 0.16 -0.28 -0.19 -0.22 -0.41 -0.25 0.02 0.11 -0.22 0.25 0.14 0.21 0.36 0.53 0.35 0.59 0.49 0.42 0.36 0.25

LEU -0.08 -0.2 -0.3 -0.41 -0.27 -0.29 -0.09 0.24 -0.01 0.23 0.2 0.25 0.26 0.3 0.43 0.67 0.16 0.35 0.19 0.42

VAL 0.06 -0.14 -0.22 -0.25 -0.29 -0.29 -0.17 0.02 -0.1 0.16 0.25 0.18 0.24 0.5 0.34 0.58 0.19 0.3 0.44 0.09

TRP 0.08 -0.67 -0.16 0.02 -0.09 -0.17 -0.12 -0.04 -0.09 0.18 0.22 0.34 0.08 0.06 0.29 0.24 -0.12 -0.16 0.22 -0.28

TYR 0.04 -0.13 0.0 0.11 0.24 0.02 -0.04 -0.06 0.09 0.14 0.13 0.09 -0.2 -0.2 -0.1 0.0 -0.34 -0.25 -0.21 -0.33

ALA 0.0 0.25 0.03 -0.22 -0.01 -0.1 -0.09 0.09 -0.13 -0.07 -0.09 -0.06 0.08 0.28 0.26 0.12 0.34 0.43 0.14 0.1

GLY -0.08 0.19 0.38 0.25 0.23 0.16 0.18 0.14 -0.07 -0.38 -0.26 -0.16 -0.06 -0.14 0.25 -0.22 0.2 -0.04 0.11 -0.11

THR 0.19 0.19 0.31 0.14 0.2 0.25 0.22 0.13 -0.09 -0.26 0.03 -0.08 -0.14 -0.11 0.0 -0.29 -0.19 -0.35 -0.09 -0.07

SER -0.02 0.14 0.29 0.21 0.25 0.18 0.34 0.09 -0.06 -0.16 -0.08 0.2 -0.14 -0.14 -0.26 -0.31 -0.05 0.17 -0.13 0.01

GLN 0.05 0.46 0.49 0.36 0.26 0.24 0.08 -0.2 0.08 -0.06 -0.14 -0.14 0.29 -0.25 -0.17 -0.17 -0.02 -0.52 -0.38 -0.42

ASN 0.13 0.08 0.18 0.53 0.3 0.5 0.06 -0.2 0.28 -0.14 -0.11 -0.14 -0.25 -0.53 -0.32 -0.3 -0.24 -0.14 -0.33 -0.18

GLU 0.69 0.44 0.27 0.35 0.43 0.34 0.29 -0.1 0.26 0.25 0.0 -0.26 -0.17 -0.32 -0.03 -0.15 -0.45 -0.74 -0.97 -0.1

ASP 0.03 0.65 0.39 0.59 0.67 0.58 0.24 0.0 0.12 -0.22 -0.29 -0.31 -0.17 -0.3 -0.15 0.04 -0.39 -0.72 -0.76 0.04

HIS -0.19 0.99 -0.16 0.49 0.16 0.19 -0.12 -0.34 0.34 0.2 -0.19 -0.05 -0.02 -0.24 -0.45 -0.39 -0.29 -0.12 0.22 -0.21

ARG 0.24 0.31 0.41 0.42 0.35 0.3 -0.16 -0.25 0.43 -0.04 -0.35 0.17 -0.52 -0.14 -0.74 -0.72 -0.12 0.11 0.75 -0.38

LYS 0.71 0.0 0.44 0.36 0.19 0.44 0.22 -0.21 0.14 0.11 -0.09 -0.13 -0.38 -0.33 -0.97 -0.76 0.22 0.75 0.25 0.11

PRO 0.0 -0.34 0.2 0.25 0.42 0.09 -0.28 -0.33 0.1 -0.11 -0.07 0.01 -0.42 -0.18 -0.1 0.04 -0.21 -0.38 0.11 0.26

Fig. 1: Basis vectors of 12 neighbors of the origin (0, 0, 0).

1) HP energy model: The HP energy model proposed by Lau and

Dill in 1972 [17]. In this model, the amino acids Gly, Ala, Pro, Val,

Leu, Ile, Met, Phe, Tyr, Trp are labeled as hydrophobic (H), others

are labeled as polar (P). Two consecutive H-labeled amino acids will

create negative energy (−1). The complete HP energy of the model

for two amino acids i and j is calculated by

EHP =
∑

i<j−1

cij ∗ eij , (1)

where

cij =

{

1, if i and j not consecutive but neighbors,

0, otherwise,
(2)

eij =

{

−1, if i and j both hydrophobic,

0, otherwise.
(3)

2) MJ energy model: Relying on the interactive trend of amino

acids, Miyazawa and Jernigan proposed the MJ energy model in

1985 [31]. The complete MJ energy is calculated by

EMJ =
∑

i<j−1

cij ∗ eij , (4)

where cij is determined by Eq. (2) and Eij is taken from Table I.

C. The optimal problem and related algorithms

The optimal problem: for each given protein with the native amino

acid sequence of length m, the PSP problem is transformed into

finding the representation with optimal EHP or EMJ energy.

Recently, MH-GA [16] has been proven to be the most efficient

algorithm to solve the PSP problem by comparing its experimental

results with the MJ model against other state-of-the-art algorithms,

such as Hybrid algorithm [29], and Local Search [30].

III. THE PROPOSED K-ACO ALGORITHM

ACO is a stochastic metaheuristic method proposed by Dorigo [32]

for the traveling salesman problem (TSP). Many variants have been

developed to tackle difficult optimization problems. In this paper,

we build a structure graph and transform the original problem into

a problem where solutions can be found by sequentially executing a

certain procedure on the built structure graph. An ant colony executes

the said procedure based on heuristic and reinforcement learning

information (i.e., pheromone) in a random manner. When a solution

is found, the algorithm appraises it then updates the pheromone to

improve the chance of finding better solutions on the next searches,

this is repeated till the termination requirement is met. The properties

affecting the quality of the algorithm are: (i) a suitable structure

graph, (ii) heuristic information, and (iii) how pheromone is stored

and updated.

A. Construction graph

Without loss of generality, the first amino acid is placed at the

origin (0, 0, 0) and start there. The 12 neighbors of each node are

indexed from 1 to 12. The structure graph for a protein with the
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length of m has (m− 1) columns put in order after the start vertex.

There are edges directed from each vertex to all vertices in the next

column. The graph is illustrated in Fig. 2. With this, any feasible

sequence of length m will correspond to a path on this graph.

Fig. 2: Construction graph.

B. Randomized procedure to find solution

Each ant will begin at the start vertex and randomly select a vertex

on the next column to go. Suppose the ant is on vertex i of column

n (or the start vertex), it will select vertex j out of 12 vertices on

the next column with the probability Pi,j calculated by the following

formula:

Pi,j =
[τi,j(k)]

α[ηi,j ]
β

∑

l∈Cn+1
[τi,l(k)]α[ηi,l]β

, (5)

where ηi,j is the heuristic information (see III-C), τi,j(k) is the

pheromone information of the k-degree Markov model (see III-D), Ct
is the set of vertices on column t, α and β are parameters of the ACO

system, deciding the impact of heuristic and pheromone information

on making decisions.

To ensure self-avoiding walk constraint, we set Pi,j = 0 when

selecting vertex would cause two amino acids to have the same

coordinate on the protein representation.

C. Heuristic information

After the first (i − 1) amino acids were successfully represented

and vector j is the selected direction to go next, let ηij be the

heuristic value, Eij be the amount of increased energy, and Emax =
max(Eij). Then ηij = Emax−Eij + ǫ , where ǫ is a small positive

number to ensure ηij always positive. In our implements, we set it

to 0.01.

D. Pheromone update

Instead of making choice based only on the pheromone information

in the current column, we can also take previously selected vertices

into consideration. Let τi,j(k) be the pheromone when vertices

(i, j), (i−1, vi−1), . . . , (i−k+1, vi−k+1) are selected. This way, the

pheromone will give more accurate information during the searches.

After every round of search, we update pheromone using the

SMMAS algorithm [33], by

τi,j(k) = (1− ρ)τi,j(k) +∆ij , (6)

where

∆ij =

{

ρτmin, if (i, j) ∈ T,

ρτmin, otherwise.
(7)

Above, T is the set of selected vertices in the best solution found in

this round.

E. Local Search

At each step of the local search procedure, we first identify the
hydrophobic core center (HCC) as the center of the hydrophobic
amino acid (H). The coordinates of HCC are determined as follows:

xHCC =
1

nH

nH
∑

i=1

xi, yHCC =
1

nH

nH
∑

i=1

yi, zHCC =
1

nH

nH
∑

i=1

zi, (8)

where nH is the number of amino acids H. Then, we choose an

amino acid H to move closer to the HCC so as not to increase the

free energy of the protein.

Algorithm 1 Procedure of Local Search

1: while stop conditions not satisfied do

2: Calculate the HCC coordinates

3: Move← SeclectMove()
4: if Move = Null then

5: Break

6: ApllyMove()

Algorithm 2 Procedure of K-ACO algorithm

1: Initialize pheromone trail matrix and set A of p ants

2: while stop conditions not satisfied do

3: for a ∈ A do

4: Ant a build a solution by random walk procedure

5: Update pheromone trail follows SMMAS rule

6: Use local search on the best solution

7: Update the best solution

8: Decode solution and save the best solution

IV. SIMULATION

A. Different values of K

EMJ is the average of energy values returned by our algorithm and

Nloops is the average of the number of loops that our algorithm will be

convergent. From Table II, we see that the number of loops needed

for convergence increases when K increases. However, the value of

EMJ increases significantly when K increases from 1 to 3. Values of

EMJ when K ∈ {3, 4, 5} do not differ much. The larger K, the more

running time and memory our algorithm needed to complete. Hence,

we choose K = 3 as default for the algorithm.

B. HP energy model

The data sets were used are H,F90,S,F180,R (Peter Clote labora-

tory1) and 3MSE, 3MR7, 3MQZ, 3NO6, 3NO3, 3ON7 from Critical

Assessment of Protein Structure Prediction competition2, used in [15].

1http://bioinformatics.bc.edu/clotelab/FCCproteinStructure.
2http://predictioncenter.org.

TABLE II: The result when trying multiple values of K

K
3NO3 3NO6 3ON7

EMJ Nloops EMJ Nloops EMJ Nloops

1 -110.29 494 -118.56 456 -120.18 565

2 -128.36 1043 -134.67 1126 -136.8 1247

3 -141.03 2230 -150.13 2371 -154.8 2612

4 -141.99 3104 -150.44 3462 -154.26 3790

5 -141.24 3407 -148.62 3821 -154.34 4207
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TABLE III: Results when HP energy model was used

Protein details State-of-the-art
ACO

SEQ size HS LBFE
TLS GA plus

best avg best avg time(s) best avg time(s) RI(%)

H1 48 24 -69 -68 -66 -69 -69

1800

-69 -69 308 0.00
H2 48 24 -69 -68 -65 -69 -69 -69 -69 321 0.00
H3 48 24 -72 -69 -66 -72 -72 -72 -72 316 0.00
H4 48 24 -71 -70 -65 -71 -71 -71 -71 316 0.00
H5 48 24 -70 -68 -65 -70 -70 -70 -70 321 0.00
H6 48 24 -70 -69 -66 -70 -69 -70 -70 324 1.45
H7 48 24 -70 -69 -66 -70 -70 -70 -70 320 0.00
H8 48 24 -69 -67 -64 -69 -69 -69 -69 320 0.00
H9 48 24 -71 -68 -66 -71 -71 -71 -71 313 0.00

H10 48 24 -68 -68 -65 -68 -68 -68 -68 324 0.00

F90 1 90 50 -168 -164 -160 -168 -166

7200

-168 -166 584 0.00
F90 2 90 50 -168 -165 -158 -168 -165 -167 -165 589 0.00
F90 3 90 50 -167 -165 -159 -167 -164 -165 -163 596 -0.61
F90 4 90 50 -168 -165 -159 -168 -165 -167 -163 592 -1.21
F90 5 90 50 -167 -165 -159 -167 -166 -167 -166 590 0.00

S1 135 100 -357 -351 -341 -355 -348 -357 -354 878 1.72
S2 151 100 -360 -355 -343 -356 -349 -356 -352 996 0.86
S3 162 100 -367 -355 -340 -361 -348 -359 -353 1062 1.44
S4 164 100 -370 -354 -343 -364 -352 -360 -355 1077 0.85

F180 1 180 100 -378 -338 -326 -351 -341

18000

-352 -343 1194 0.59
F180 2 180 100 -381 -345 -333 -362 -346 -350 -343 1185 -0.87
F180 3 180 100 -378 -352 -338 -361 -350 -363 -357 1189 2.00

R1 200 100 -384 -332 -318 -355 -345 -353 -341 1341 -1.16
R2 200 100 -383 -337 -324 -360 -346 -347 -337 1359 -2.60
R3 200 100 -385 -339 -323 -363 -344 -346 -337 1342 -2.03

3MSE 179 84 -323 -268 -251 -292 -278 -286 -278 1312 0.00
3MR7 189 93 -355 -304 -287 -330 -316 -326 -318 1324 0.63
3MQZ 215 120 -474 -404 -384 -427 -412 -426 -415 1547 0.73

3NO6 229 116 -455 -390 -372 -423 -402

28800
-410 -400 1689 -0.50

3NO3 258 122 -494 -388 -372 -421 -404 -425 -411 1751 1.73
3ON7 279 146 u/k -491 -461 -519 -490 -510 -495 1803 0.00

To evaluate the performance of K-ACO, we use Relative Improve-

ment (RI), defined as

RI =
EA − EB

EB

, (9)

where EA and EB are the average energy values achieved by the K-

ACO algorithm and by the state-of-the-art one, respectively. K-ACO

was compared with two other algorithms: TLS [28] and GA [15].

For each protein, each of the three algorithms were run 50 times.

Table III shows the best and the average result of 50 runs for each

protein. It can be seen that K-ACO performed better as compared to

TLS. However, K-ACO and GA performed similarly; the difference

between them always below 3%. K-ACO performed better than GA

in 10 protein sequences while GA better than K-ACO in 7 protein

sequences. To further compare with GA, we increased the number

of loops to 60, 000 and applied this new change for those 7 protein

sequences where GA did better. We see that, when increasing the

number of loops, K-ACO performance improved and approximately

as good as GA, as shown in Table V.

C. MJ energy model

In this section, data in Table IV were used for the MJ energy model.

These data were also used in [16].

We run K-ACO on the above dataset and compare the result with

other algorithms, namely Hybrid [29], Local search [30] and GA [15].

This is the best and average result taken from 50 runs for each protein

sequence. From the column RI in Table VII, we can see that for all

proteins sequences, our algorithm improved the average energy.

V. CONCLUSION

In this paper, we presented the K-ACO algorithm to predict the

protein structure on the FCC lattice, using two different energy

models– HP and MJ. This algorithm has a simple structure graph, the

use of pheromone information in the k-order Markov model is more

suitable for the 3D structure prediction and increase the efficiency

of the ACO method. The simulation study shows that the proposed

algorithm outperforms the state-of-the-art algorithms both in quality

and running time. The algorithm can be improved by applying local

search techniques according to memetic schemes. In this algorithm,

the pheromone trail in the k-order Markov model with k = 3
is appropriate. Increasing k costs more memory and time, but the

efficiency is not much improved. This technique can be applied to

ACO algorithms for other similar problems.

TABLE V: K-ACO vs GA with increased running time

Protein details GA plus K-ACO

SEQ size HS LBFE best avg time(s) best avg time(s)

F90 3 90 50 -167 -167 -164 7200 -165 -164 1763

F90 4 90 50 -168 -168 -165 7200 -167 -165 1782

F180 2 180 100 -381 -362 -346 18000 -350 -346 3496

R1 200 100 -384 -355 -345 18000 -353 -345 4107

R2 200 100 -383 -360 -346 18000 -348 -340 4092

R3 200 100 -385 -363 -344 18000 -346 -340 4128

3NO6 229 116 -455 -423 -402 28800 -411 -404 5092
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TABLE IV: Benchmark proteins used in our experiments with MJ model

ID Length Protein sequence

4RXN 54 MKKYTCTVCGYIYNPEDGDPDNGVNPGTDFKDIPDDWVCPLCGVGKDQFEEVEE

1ENH 54 RPRTAFSSEQLARLKREFNENRYLTERRRQQLSSELGLNEAQIKIWFQNKRAKI

4PTI 58 RPDFCLEPPYTGPCKARIIRYFYNAKAGLCQTFVYGGCRAKRNNFKSAEDCMRTCGGA

2IGD 61 MTPAVTTYKLVINGKTLKGETTTKAVDAETAEKAFKQYANDNGVDGVWTYDDATKTFTVTE

1YPA 64 MKTEWPELVGKAVAAAKKVILQDKPEAQIIVLPVGTIVTMEYRIDRVRLFVDKLDNIAQVPRVG

1R69 69 SISSRVKSKRIQLGLNQAELAQKVGTTQQSIEQLENGKTKRPRFLPELASALGVSVDWLLNGTSDSNVR

1CTF 74 AAEEKTEFDVILKAAGANKVAVIKAVRGATGLGLKEAKDLVESAPAALKEGVSKDDAEALKKALEEAGAEVEVK

3MX7 90 MTDLVAVWDVALSDGVHKIEFEHGTTSGKRVVYVDGKEEIRKEWMFKLVGKETFYVGAAKTKATINIDAISGFA YEYTLE-

INGKSLKKYM

3NBM 108 SNASKELKVLVLCAGSGTSAQLANAINEGANLTEVRVIANSGAYGAHYDIMGVYDLIILAPQVRSYYREMKVDA

ERLGIQIVATRGMEYIHLTKSPSKALQFVLEHYQ

3MQO 120 PAIDYKTAFHLAPIGLVLSRDRVIEDCNDELAAIFRCARADLIGRSFEVLYPSSDEFERIGERISPVMIAHGSY

ADDRIMKRAGGELFWCHVTGRALDRTAPLAAGVWTFEDLSATRRVA

3MRO 142 SNALSASEERFQLAVSGASAGLWDWNPKTGAMYLSPHFKKIMGYEDHELPDEITGHRESIHPDDRARVLAALKA

HLEHRDTYDVEYRVRTRSGDFRWIQSRGQALWNSAGEPYRMVGWIMDVTDRKRDEDALRVSREELRRL

3PNX 160 GMENKKMNLLLFSGDYDKALASLIIANAAREMEIEVTIFCAFWGLLLLRDPEKASQEDKSLYEQAFSSLTPREA

EELPLSKMNLGGIGKKMLLEMMKEEKAPKLSDLLSGARKKEVKFYACQLSVEIMGFKKEELFPEVQIMDVKEYL

KNALESDLQLFI

3MSE 180 GISPNVLNNMKSYMKHSNIRNIIINIMAHELSVINNHIKYINELFYKLDTNHNGSLSHREIYTVLASVGIKKWD

INRILQALDINDRGNITYTEFMAGCYRWKNIESTFLKAAFNKIDKDEDGYISKSDIVSLVHDKVLDNNDIDNFF

LSVHSIKKGIPREHIINKISFQEFKDYMLSTF

3MR7 189 SNAERRLCAILAADMAGYSRLMERNETDVLNRQKLYRRELIDPAIAQAGGQIVKTTGDGMLARFDTAQAALRCA

LEIQQAMQQREEDTPRKERIQYRIGINIGDIVLEDGDIFGDAVNVAARLEAISEPGAICVSDIVHQITQDRVSE

PFTDLGLQKVKNITRPIRVWQWVPDADRDQSHDPQPSHVQH

3MQZ 215 SNAMSVQTIERLQDYLLPEWVSIFDIADFSGRMLRIRGDIRPALLRLASRLAELLNESPGPRPWYPHVASHMRRR

VNPPPETWLALGPEKRGYKSYAHSGVFIGGRGLSVRFILKDEAIEERKNLGRWMSRSGPAFEQWKKKVGDLRDFG

PVHDDPMADPPKVEWDPRVFGERLGSLKSASLDIGFRVTFDTSLAGIVKTIRTFDLLYAEAEKGS

3NO3 238 GKDNTKVIAHRGYWKTEGSAQNSIRSLERASEIGAYGSEFDVHLTADNVLVVYHDNDIQGKHIQSCTYDELKDLQ

LSNGEKLPTLEQYLKRAKKLKNIRLIFELKSHDTPERNRDAARLSVQMVKRMKLAKRTDYISFNMDACKEFIRLC

PKSEVSYLNGELSPMELKELGFTGLDYHYKVLQSHPDWVKDCKVLGMTSNVWTVDDPKLMEEMIDMGVDFITTDL

PEETQKILHSRAQ

3NO7 248 MGSDKIHHHHHHENLYFQGMTFSKELREASRPIIDDIYNDGFIQDLLAGKLSNQAVRQYLRADASYLKEFTNIYA

MLIPKMSSMEDVKFLVEQIEFMLEGEVEAHEVLADFINEPYEEIVKEKVWPPSGDHYIKHMYFNAFARENAAFTI

AAMAPCPYVYAVIGKRAMEDPKLNKESVTSKWFQFYSTEMDELVDVFDQLMDRLTKHCSETEKKEIKENFLQSTI

HERHFFNMAYINEKWEYGGNNNE

3ON7 280 GMKLETIDYRAADSAKRFVESLRETGFGVLSNHPIDKELVERIYTEWQAFFNSEAKNEFMFNRETHDGFFPASIS

ETAKGHTVKDIKEYYHVYPWGRIPDSLRANILAYYEKANTLASELLEWIETYSPDEIKAKFSIPLPEMIANSHKT

LLRILHYPPMTGDEEMGAIRAAAHEDINLITVLPTANEPGLQVKAKDGSWLDVPSDFGNIIINIGDMLQEASDGY

FPSTSHRVINPEGTDKTKSRISLPLFLHPHPSVVLSERYTADSYLMERLRELGVL

TABLE VII: K-ACO vs other algorithms (bold values are the best one in their row)

Protein details Hybrid Local search GA K-ACO

SEQ size H best avg best avg best avg best avg RI(%)

4RXN 54 27 -32.61 -30.94 -33.33 -31.21 -36.36 -33.6 -37.98 -36.84 9.64

1ENH 54 19 -35.81 -35.07 -29.03 -28.18 -38.39 -35.67 -37.51 -36.49 2.3

4PTI 58 32 -32.07 -29.37 -31.16 -28.33 -35.65 -31.01 -37.2 -33.35 7.55

2IGD 61 25 -38.64 -32.54 -32.36 -28.29 -36.49 -33.75 -36.77 -35.09 3.97

1YPA 64 38 n/a n/a -33.33 -32.15 -40.14 -36.33 -40.52 -38.93 7.16

1R69 69 30 -34.2 -31.85 -33.35 -32.2 -40.85 -36.28 -39.73 -38.59 6.37

1CTF 74 42 -38 -35.28 -45.83 -40.94 -51.5 -47.29 -53.72 -51.09 8.04

3MX7 90 44 n/a n/a -44.81 -42.32 -56.32 -50.95 -58.1 -56.04 9.99

3NBM 108 56 n/a n/a -52.44 -49.51 -49.51 -49.9 -59.71 -57.5 15.23

3MQO 120 68 n/a n/a -64.04 -58.84 -62.25 -54.56 -70.62 -67.5 14.72

3MRO 142 63 n/a n/a -87.38 -82.24 -90.05 -82.32 -101.34 -98.2 19.29

3PNX 160 84 n/a n/a -103.04 -96.86 -102.55 -88.06 -116.31 -112.18 15.82

3MSE 180 83 n/a n/a n/a n/a -92.61 -84.6 -110.9 -106.44 25.82

3MR7 189 88 n/a n/a n/a n/a -93.65 -83.93 -120.64 -115.02 37.04

3MQZ 215 115 n/a n/a n/a n/a -104.29 -95.22 -132.09 -126.62 32.98

3NO3 238 102 n/a n/a n/a n/a -122.97 -108.7 -151.84 -147.86 36.03

3NO7 248 112 n/a n/a n/a n/a -133.95 -117.11 -163.89 -156.01 33.22

3ON7 280 135 n/a n/a n/a n/a -116.88 -96.64 -167.12 -160.29 65.86
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Fig. 3: New best structure found by K-ACO for two largest datasets.

TABLE VI: Running time of K-ACO and GA

Protein details
K-ACO GA

SEQ size H

4RXN 54 27 706.97

3600

1ENH 54 19 708.4
4PTI 58 32 770.32
2IGD 61 25 798.04
1YPA 64 38 848.82
1R69 69 30 916.28
1CTF 74 42 991.53
3MX7 90 44 1183.9
3NBM 108 56 1414.94
3MQO 120 68 1584.95
3MRO 142 63 1831.22
3PNX 160 84 2061.74

3MSE 180 83 2337.52

7200

3MR7 189 88 2461.5
3MQZ 215 115 2806.42
3NO3 238 102 3053.11
3NO6 248 112 3154.14
3ON7 280 135 3576.92
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Abstract—Dysphoria is a state of dissatisfaction, restlessness 

or fidgeting. It is a state of feeling unwell in relation to mental 

and emotional discomfort. If this state is not carefully handled, it 

may lead to depression, anxiety, and stress. To date, 21-item 

instruments of Depression, Anxiety and Stress Scale (DASS) is 

employed to measure dysphoria. Although DASS provides a 

quantitative assessment of the human affective state, it is 

subjected to interpretation. To complicate matters, pre-cursor 

emotion and pre-emotion of the participants can result in 

biasness of the DASS report. Hence, a more direct method in 

measuring human affective state by analyzing the brain pattern 

is proposed. The approach can also address the dynamic affective 

state which is needed in detecting dysphoria. Brain waves pattern 

are collected using the electroencephalogram (EEG) device and 

used as the input to analyze the underlying emotion. In this 

paper, relevant features were extracted using Mel-frequency 

cepstral coefficients (MFCC) and classified with Multi-Layer 

Perceptron (MLP). The experimental results show potential of 

differentiating between positive and negative emotion with 

comparable accuracy. Subsequently, it is envisaged that the 

proposed model can be extended as a tool that can be used to 

measure stress and anxiety in work places and education 

institutions.  

Keywords—dysphoria; Electroencephalogram (EEG); Emotion; 

Affective Space Model; Multi-Layer Perceptron 

I.  INTRODUCTION 

While technology has helped most people to accelerate and 
improve in many areas of life, namely; transportation, work, 
and communication, some individual found it stressful and 
troubled that their quality of life is being compromised. For 
instance, the dependency to the gadget will be increased and 
the outcome of technological failure is not desirable. In 
addition, the widespread of social media may affect 
interpersonal relationship, give skewed perception of social 
norm and give more opportunities for cyber bullying.  The 
recent survey #StatusOfMind collected by Royal Society of 
Public Health (RSPH) and Young Health Movement (YHM) 
from 13 February to 8 May 2017 among 1,500 people aged 14 
to 24 years old in the United Kingdom revealed that 91% of 
16-24 years old use the internet for social networking and the 
rates of anxiety and depression in young people have risen 70% 
in the past 25 years [1].  Almost similar outcome is also 

reported by American Psychological Association in 2016 that 
observed more than one-third adults (approximately 34%) 
experienced increase level of stress in 2015 while only 16% 
adults from the survey gave a contrary response [2]. Stress was 
also found to be the main reason for absenteeism, reduced 
productivity, fast labor turnover, poor timekeeping and 
accidents [3]. According to Muzzaffar, 70% percent of 
Malaysian workers have occupational or work-related stress 
illnesses [4]. The report also revealed that 48% of the 
Malaysian respondents felt their occupational or work stress 
levels had risen over the years. Therefore, the state before full-
blown stress occurrence should be identified to prevent 
unwanted consequences.  

Dysphoria is a complex emotional state that is usually 
associated with discontent, frustration, dissatisfaction or 
crushed expectation. It is usually regarded as day-to-day 
reaction of a person facing disappointment in his/her life [5]. It 
acts as a possible trigger point of either positive or negative 
adaptation states starting with normal condition to the situation 
when an individual faces disappointment. If the disappointment 
is not discovered early and addressed, individual may fall into 
dysphoria state where the condition of disappointment can be 
acute. A well-adjusted person will recuperate from this stage 
by triggering the adaptation state. However, if adaptation state 
is not reached, the individual may experience stress that may 
lead to clinical depression if it is not properly handled. Since 
emotion is the manifestation of mental states that can be 
closely mapped to dysphoria, emotion measurement methods 
can be adopted [6]. 

Currently, there is no computational measurement tool that 
is easily assessable for the public to identify dysphoria 
tendency except questionnaire. Experienced psychologists 
normally examine the dysphoria symptoms by using the 21-
item instruments of Depression, Anxiety and Stress Scale 
(DASS). The DASS test is used to measure the negative 
emotional states and can only provide subjective diagnostic 
measurement of the patients depending on the knowledge and 
experience of the psychiatrists and psychologists. Such 
situation posed a problem due to limited number of trained 
psychologist. Furthermore, the cost for such instrument is 
expensive. Malaysia at present does not have enough certified 
psychologist, psychiatrist, or neurologists to meet the demands. 
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According to WHO report [7], there are only 0.83 psychiatrists 
and 0.27 psychologists per 100,000 populations. Thus, a 
computational tool to assist in pre-screening dysphoria to 
complement the psychologists and psychiatrists is needed. 

This paper is organized in the following manner. Section 2 
describe the literature review focusing on dysphoria and 
current approaches implemented to detect dysphoria. The 
proposed approach as well as the data collection and 
experimental set-up are described in Section 3. The result and 
discussion are presented in Section 4. This paper concludes 
with Section 5 with summary and future work. 

II. LITERATURE REVIEW 

The term ‘dysphoria’ comes from a Greek word; dysphoros 
that means difficult to bear dissatisfaction or hard to adapt [8]. 
Generally, dysphoria can refer to mood disorder and it is 
associated with negatives mood deviations [9]. According to 
Starcevic [10], dysphoria denotes as a distress that is hard to 
bear. In addition, dysphoria can also be defined as a complex 
emotional state [5]. In this paper dysphoria is defined as the 
state after disappointment of event that is prior to stress and it 
is always associated with negative emotions. 

To further understand dysphoria and its related studies, 
different research approaches are reviewed. Koster, Raedt, 
Leyman, and Lissnyder [11] observed that depression is 
characterized by mood congruent attention bias and memory 
bias in dysphoria. An experiment involving 41 participants 
who scored above 13 (denoted as stable) and another 41 
participants who scored below 6 (denoted as dysphoric) are 
tested using spatial cueing task consists of 45 words based on 
Beck Depression Inventory (BDI-II). The experimental results 
show that the dysphoric participants tend to take longer time 
for the negative words regardless on their gender and age 
distribution. In addition, Yuan and Kring [12] studied the 
different responses between dysphoric and non-dysphoric 
group based on prediction and actual responses by winning 
and losing task using a computer. There are 72 participants 
involved in the study and divided into two groups of dysphoric 
and non-dysphoric based on their score in Beck Depression 
Inventory (BDI). Both groups showed that they experienced 
negative emotions after losing money. However, the dysphoric 
group showed that they experienced less happiness and 
contentment than non-dysphoric group when they were 
winning money. Such finding shows that after disappointment, 
everyone will experience dysphoria, but well-adjusted person 
may adapt and move on, but dysphoric person may dwell on 
the losing effects.  

Since dysphoria is very closely related to negative 
emotions, Encephalogram (EEG) emotion identification study 
is reviewed. The EEG is a medical imaging technique where 
small electrical signals caused by neuron activation in the 
brain are captured. Its capability to record functional and 
physiological changes with high temporal resolution and 
portability compared to MEG or fMRI are the main reason the 
suitability of using EEG for data collection.  

Typically, the International 10-20 system is used to place 
the electrodes at the scalp and the location of the nodes is 
determined by anatomical skull landmarks. Different regions 

of the brain are identified as Fp (Frontopolar), F (Frontal), C 
(Central), P (Parietal), O (Occipital) and T (Temporal). For the 
midline placements, Z is used. A signifies an ear channel 
where A1 denotes for left ear and A2 denotes for right ear. 
Technologists measure the distance from the nasion to the 
inion and the head circumference, marking precise electrode 
locations based on 10% or 20% intervals of those distances, 
hence the name ‘10-20’ is used [13]. Figure 1 shows the 10-20 
system electrode placement. 

 

Fig. 1. The International 10-20 Electrode Placement System [13] 

Frontal signal typically associated with emotion processing. 
It has dramatic expansions in emotional, behavioral and social 
capacities [14]. Moreover, according to Asakawa et al [15], 
the frontal region is known to handle emotions, with a sub-
region specializing in information processing. It is observed 
that healthy participants show prompt emotion processing in a 
specific brain location while participants with strong mental 
illness tendency processed emotion in both brain hemispheres. 
Previously, Teplan [16] mentioned that different electrode 
placement can be used to measure different brain functions, 
for instance; F7 is for rational activities, Fz for intentional and 
motivational, F8 for emotional impulses, C3, C4 and Cz deals 
with sensory and motor function, P3, P4 and Pz contribute to 
activity of perception and differentiation, and T3 and T4 deal 
with emotional processor. In addition, T5 and T6 process 
certain memory functions and primary visual areas can be 
found in O1 and O2. In this work, 6 channels are selected, 
namely; F3, F4, F7, F8, FP1 and FP2.  Further analysis on the 
way different channel behaves for negative emotion 
classification will be further studied.  

  Othman, Wahab, Karim, Dzulkifli and Alshaikli [17] 
focuses in EEG emotion recognition based on 2 dimensional 
models of emotions, which are recalibrated Speech Affective 
Space Model (rSASM) [18] and 12-Point Affective 
Circumplex (12-PAC) model [19]. The brain signal of 5 
preschoolers with age ranging from 5 to 6 years old are 
captured when four emotions of happiness, sadness, calm and 
fear stimuli are presented. The stimuli are taken from the 
standard RadBound Faces Database (RafD). The relevant 
features are extracted using Kernel Density Estimation 
(KDSE) and Mel-Frequency Cepstral Coefficients (MFCC) 
coupled with Multi-Layer Perceptron (MLP) classification. 
Based on the homogeneous classification, the MFCC feature 
extraction method yielded mean squared error ranging 0.08 to 
0.15 with disparity of 0.1 to 0.2 with 12-PAC model with 
mean squared error of 0.25 to 0.28 respectively. On contrary, 
12-PAC model outperformed rSASM with mean squared error 
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ranging from 0.07 to 0.09 as opposed to 0.15 and 0.19 mean 
squared error once KSDE feature extraction is employed. 
Hence, in this paper MFCC feature extraction coupled with 
rSASM model approach will be employed in this paper due to 
its performance in homogeneous experiment to study the 
performance of different EEG channel with respect to negative 
emotions classification.     

III. METHODOLOGY 

A. Data Collection and Experimental Protocol 

This research focuses on EEG signals garnered from 
multiple channels, namely: F3, F4, F7, F8, FP1 and FP2 to 
measure the negative emotion classification. Four different 
window sizes of 512, 1024, 2048 and 4096 for MFCC are 
prepared to see the performance disparity between these 
window size for each channel.   

There are four participants involved in the data collection 
with age mean of 27.5 years and variance of ±1.25 years. All 
participants are healthy male with no medical record of 
experiencing acute depression, anxiety and stress. Prior to the 
experiment, the participants are briefed about the study and 
signed the consent form to follow the International Islamic 
University Malaysia (IIUM) ethic committee procedure. They 
are in neutral state and not under the influence of medicine, 
drug or alcohol. Each of the participant took the DASS-21 test 
to coordinate the psychological result with the EEG 
experiment. The DASS-21 results show that the participants are 
not experiencing depression, anxiety and stress at the time of 
the data collection.  

 

 

 

 

 

 

 

 

 

Fig. 2. (a) The Electrode Placement on the Participant Scalp and (b) The 

EEG Device Used for Data Collection. 

Once the pre-EEG experiment set-up has been completed, 
the participants are needed to sit comfortably on a chair facing 
the laptop where selected stimuli will be presented. During the 
experiment, the participants are reminded to minimize the 
physical movement as the artefacts may disturb the EEG 
signals recorded. The electrodes are placed on the participants 
scalp using the reference of the international 10-20 electrode 
placement system [13]. In order to improve the conductivity of 
the brain electrical signals, conducting gel is placed between 
the electrode and the scalp. This is also to ensure the 
impedance is kept to a minimum. The experiment is conducted 
in the laboratory environment with controlled ambience to 

ensure distraction and background noise are low. Before the 
EEG signals are captured, the electrode placement check is 
done to ensure good signal quality can be recorded. The device 
used to capture the brain signal is BrainMarker with 19 
channels. Figure 2(a) depicts the electrode placement on the 
participants scalp and Figure 2(b) show the EEG device used 
for data collection. 

Initially, the resting state of the participant is recorded. The 
resting state refers to the state before any stimuli are presented 
to the participants. They had to open their eyes for a minute 
and followed by closing their eyes for another minute. Then, 
emotional test will be conducted. In this test, participants need 
to look at four emotional stimuli representing happiness, 
sadness, calm and fear images in one minute each respectively. 
The images are taken from International Affective Picture 
System (IAPS) [21] developed by The Center for the Study of 
Emotion and Attention, University of Florida. This dataset is 
considered a standard dataset and widely used by the affective 
computing researchers in emotion elicitation. Video stimuli is 
presented for fear and sadness to gauge the video effect on 
negative emotion. The data collection protocol is concluded 
with resting state (after) with one-minute eye-opening and eye-
closing. The overall time taken for data collection in this work 
is 10 minutes without considering the pre-EEG experiment and 
post-EEG experiment tasks. The summary of the experiment is 
provided in Figure 3. The EEG signals are captured and 
collected in the form of numeric values and kept in CSV format 
file. 

Resting State Emotion Test Video Stimuli 

Eye 
Open 

1 
minute 

Eye 
Close 

1 
minute 

Happy 

 
 

1 
minute 

Sad 

 
1 

minute 

Calm 

 
1 

minute 

Fear 

 
1 

minute 

Fear 
Video 

1 minute 

Sad 
Video 

1 minute 

2 minutes 4 minutes 2 minutes 

Fig. 3. The EEG Experiment Protocol 

B. Video Stimuli and Self-assessment Manikin (SAM) 

Video data are collected to see whether the usage of 
different medium of data can better elicit the negative emotion 
as compared to static images as presented by IAPS [21].  To 
give some insights, a Self-Assessment Manikin (SAM) 
approach is adopted [22]. SAM is a picture-oriented instrument 
to access the valence, arousal and dominance associated with 
the emotional stimuli. Valence refers to the positive or negative 
impact of the stimuli to the participant whereas arousal can be 
defined as the level of activation ranging from active to 
passive. Subsequently, dominance is the impact of the stimuli 
to the participant. The participants need to select the value that 
they deemed appropriate to represent the feeling they 
experienced when the stimuli are presented. In this work, 5 
volunteers are involved with the selection of the video stimuli 
(3 male and 2 females with age mean of 25.4 years and 
variance of ± 3.6 years). 3 videos are selected each for fear and 
sadness. The videos are typically about war, festival 
celebration, human kindness, abuse and spooky movie snippets 
that are gathered from the internet. Each video duration is 
approximately two minutes each. The volunteers watched the 
video and select the most appropriate value of valence, arousal 
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and dominance that they experienced. To ensure that the 
volunteers understand the difference between the emotion 
primitives, a brief explanation has been provided. Based on the 
survey, video Sad3 and Fear2 are selected based on the 
maximum SAM assessment value. The whole SAM assessment 
result is presented in Table 1. The result indicates that high 
negative valence with consistent arousal and dominance values 
are recorded for the selected video 

TABLE I.  THE SAM OVERALL RESULT 

a.
 V represents Valence, A represents Arousal and D represents Dominance 

C. Dysphoria EEG Experiment General Architecture 

Once the EEG data has been collected, the data pre-
processing phase is conducted. The signal that is more than 
50Hz are removed. This is because such high frequency data 
are typically artifacts resulting from hand, eye and muscle 
movements. The elliptic function is used to smoothen the 
signals. Then, relevant features are extracted using Mel-
Frequency Cepstral Coefficient (MFCC) with four different 
window sizes of 512, 1024, 2048 and 4096 to study the impact 
of window size to emotion classification performance. Multi-
Layer perceptron is then employed as classifier to recognize the 
emotion. MLP is selected to emulate the way the information is 
being processed in the brain. In this work, MLP with X neuron 
in X hidden layer is implemented. Figure 4 simplify the general 
architecture of the dysphoria EEG experiment. 

 

 

 

 

 

Fig. 4. The General Architecture of Dysphoria EEG Experiment. 

IV. EXPERIMENTAL RESULT AND DISCUSSION 

The EEG signals captured are classified using Multi-Layer 
Perceptron and the result is presented in Table II. In this work, 
two-classes classification results are compared, namely; calm 
vs happiness, calm vs fear and calm vs sadness. This is to give 
insight to the level of disparity of one emotion to another (in 
this case the differences between calm and other emotion. The 
yellow cells indicate the best performance whereas the green 
cells represent the minimum accuracy recorded respectively. 
The performance recorded ranging from 34.6% to 100%. The 
result in Table II indicates that window size of 4096 managed 
to yield consistently high accuracy across the three EEG 
emotion recognition experiments and mixed results are 

obtained for worst performance. Hence, for channel 
performance analysis, only window size of 4096 is considered.  

The performance of individual for emotion recognition 
experiment can be summarized as Figure 5. It can be observed 
that Subject2 scores the highest accuracy with mean accuracy 
of 96% followed by Subject3 with average performance of 
90%. Subject 1 and Subject 4 recorded mean performance of 
76% and 83% respectively. Calm vs Happiness experiment 
shows that the proposed approach can distinguish between 
calm and happiness with average accuracy of 91% followed by 
9% and 7% decrement for Calm vs Fear and Calm vs Sadness 
experiment respectively. The result also indicates that the EEG 
calm signal is more similar to fear and sad EEG signals. 

Further analyses are conducted to study the effect of 
emotion elicitation using video and IAPS stimuli as presented 
in Figure 6. It is obvious that IAPS stimuli performance is 
always outperformed video stimuli in all EEG emotion 
recognition experiments. This is because the brain need to 
process more information when video stimuli is presented as 
opposed to static images displayed in IAPS stimuli. Hence, 
lower performance is recorded. 

 

Fig. 5. The General Performance of Emotion Recognition Experiment. 

 

Fig. 6. The General Performance of Emotion Recognition Experiment. 

In order to identify the performance of each channel, a radar 
diagrams are constructed for each participant with focus to the 
result from 4096 window size experiment. Average 
performance ranging from 51.28% to 91.03% are recorded for 
emotion recognition. It is observed that there is no channel can 
claim superiority and it can be seen in Figure 7(a) – 7(d) that 
different channel performs differently on different individual. 
For instance, the highest accuracy for Subject1 is recorded by 
channel FP1 with mean performance of 71.79% and the highest 
performance for Subject3 is yielded by F4 with mean 
performance of 82.05%. Both Subject2 and Subject4 recorded 
channel F8 as the highest accuracy with mean performance of  
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TABLE II.  THE RESULT OF EEG EMOTION CLASSIFICATION 
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Fig. 7. The Different Channels Performance for Each Participant. 
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91.03% and 80.77% respectively. It can be said that the result 

conforms to the hypothesis that EEG emotion recognition is 

complex and more detailed studies are needed. 

V. CONCLUSION AND FUTURE WORK 

Early detection of dysphoria can help to identify the 
mental states of a patients before it become worse and the 
necessary treatment of mental states can be provided. This 
research proposes the usage of EEG signals with affective 
space model mapping to recognize dysphoria. Such 
measurement can be used to complement DASS-21 instrument 
to give empirical insight that can facilitate psychologists and 
psychiatrist in their patient’s assessment in a timely manner. 
In addition, misleading response attempted by in-denial 
patient can be filtered because brain signals captured are 
dynamic and cannot be controlled as opposed to the answer 
given in the questionnaire. Hence, there is a high chance for 
the correct assessment can be made based on such input. 

In this paper, the performance of EEG channels, namely; 
FP1, FP2, F3, F4, F7 and F8 are studied for emotion 
recognition experiment. Experimental result show that 
window size of 4096 can give slightly higher accuracy as 
compared to other window size of 512, 1024 and 2048 when 
MFCC is used for feature extraction. It is also observed that 
the performance of  channel is inconclusive for emotion 
classification which is in-line with the understanding that the 
emotion classification task is complex and more studies are 
needed [23]. The effect of different medium of data (i.e still 
image and video) are compared. More detailed study is needed 
to give better insight to EEG emotion recognition task. More 
subjects, better stimuli, various classiers as well as different 
feature extraction methods can be employed in the future to 
give better understanding and boost the classification 
performance. It is envisages that this work will spark more 
interests and motivation for further dysphoria research. 
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Abstract—Wireless capsule endoscopy (WCE) is a non-invasive
technology used for inspection of the gastrointestinal tract.
Localization of the capsule is a vital part of the system enabling
physicians to identify the position of anomalies. Due to intestinal
motility, the positions of the intestines will change significantly
within the abdominal cavity over time. However, the distance
from one position to another within the intestines changes much
less. In this paper a method for calculating the pathlength
travelled by a WCE is proposed. The method is based on
Kalman- and particle filters and is simulated using a model
that approximately replicates the movement through the small
intestine. The travelled distance was estimated to an accuracy
within a few millimeters.
Index Terms—Wireless capsule endoscopy, localization, track-

ing, distance estimation.

I. INTRODUCTION

Wireless capsule endoscopy (WCE) is an emerging tech-
nology for examination of the gastrointestinal (GI) system.
The patient is examined by swallowing a capsule containing a
small video camera. The capsule follows the gastrointestinal
system from the esophagus to the colon, locomoted by natural
contractions in the intestines [1]. The physician examines
the recorded images for abnormalities, enabling non-invasive
diagnosis of diseases.

The video has to be accompanied by WCE position in-
formation so that the physician can return to the location of
abnormalities at a later stage. The position can be estimated
by localization methods based on for example microwave
imaging [2], radio frequency (RF) signals [3], [4] or by
including a permanent magnet in the capsule [5]. Accuracy can
be improved by applying algorithms that track the movement
of the WCE [4], [6].

Due to intestinal motility, the intestines are constantly mov-
ing [7]. This makes a fixed position of little relevance, since the
position of the abnormality may have moved significantly at
the time of treatment. A better way to approach this problem,
is to use the distance travelled from a known point in the
intestine, for instance the entry of the stomach [8]. This

Funding was given by the Research Council of Norway under the project
MELODY II no. 225885.

distance is not as greatly affected by the intestinal movement
as a fixed position, and is therefore of greater value to the
physician.

In this paper a method for estimating the distance traveled
by a WCE is proposed. The proposed scheme computes
the pathlength traveled by the WCE from estimated posi-
tional information obtained from localization- and tracking
algorithms.Several tracking algorithms are compared using a
simulation model that approximately replicates the movement
through the small intestine. We simplify, and illustrate the
model in two dimensions. The same principles can be extended
to three dimensions.

II. PROPOSED METHOD

Localization Tracking
Distance

estimation

zzziii (x̂i, ŷi) (x̃i, ỹi, ṽi) d̂

Fig. 1. Block diagram for distance estimation.

The system can be characterized by three different modules,
as shown in Fig. 1. The tracking system receives (2D) position
estimates, (x̂i, ŷi), from the localization framework that refines
the positions, (x̃i, ỹi), and estimates the current velocity, ṽi,
both which are used to estimate the distance.

A set of measurements {zi} i= 1, . . . ,P, is used to estimate
the positions (x̂i, ŷi). As mentioned in the introduction, there
are many possible localization methods. Although localization
is a crucial part, this paper is concerned with tracking and
distance estimation. Generally, the more exact the localization
is, the better the performance of of the distance estimation
(see Fig. 4). The efforts [4], [9], [10] evaluated localization
accuracy within realistic media like the human abdominal
model derived in [11] and a model based on measurements
on a living porcine subject in [12]. It is shown that accuracy
in the cm range is plausible for RF-based localization [9] and
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that accuracy in the mm range is plausible for magnetic-based
localization [13].

A. Distance Estimation

The problem of estimating the distance, d̂, the WCE has
travelled between a set of two-dimensional positions, {pi} i=
1, . . . ,n, can be solved by:

1) Integrating the velocity v between the points:

d̂ =

∫ pn

p1

v(t)dt (1)

2) Summing the Euclidean distances between each
position:

d̂ =
n−1

∑
i=1

√

(xi+1 − xi)2+(yi+1− yi)2 . (2)

As Eq. (2) is only dependent on the positions of the WCE,
2) is the simplest method to implement as the positions are
already available. However, this solution alone is not suitable
since the capsule may stop for periods of time, typically
within bends in the intestine. Thus, small errors in the position
estimates will accumulate to errors in the distance that cause
the estimated length d̂ to be longer than the true length d.
The capsule velocity is needed to reduce this problem. Due
to power consumption, it is not preferable to have sensors
measuring the WCE velocity. Therefore, the velocity has to be
estimated from the observed positions. With prior information
about the previous positions available, a Bayesian approach
would be a reasonable choice for such an algorithm [14].

As both velocity and positions are applied, the relevant state
vector, xxx, is on the form

xxx=
[

x ẋ y ẏ
]T
. (3)

The problem of estimating the state xxxk at time instant k using
Bayesian dynamic state estimation (BSE) is given as [15]

xxxk = g(xxxk−1,uuuk−1,wwwk−1) , (4)

zzzk = h(xxxk,nnnk) , (5)

where g is a function relating the previous state xxxk−1 with xxxk
and h is a function that relates xxxk with the measurements zzzk.
uuuk denotes a vector of known control inputs, while wwwk and nnnk
are process and measurement noise, respectively.

B. Movement Model and Data Sets

In order to evaluate tracking algorithms, a model describing
the functions g and h in (4) have to be found. The problem
of modelling the movement of a WCE in the intestines was
considered in [4]: The capsule movement is governed by
the stress and strain cycle of the intestine, which can be
considered constant under normal conditions. The main factors
determining the speed is the diameter of the capsule (which
is constant) and the intestines. The inner diameter of the
intestines was found to change for different parts of the
intestine in [16], causing small changes in velocity. As in [4],
we simplify and assume that the intestines consists of L tubes

of different diameters, implying that we have L speed modes.
Then, at time step k, the capsule speed can be approximated
to follow the Gaussian mixture distribution [4]

vk ≈
L

∑
n=−L

p(n)N (vk | µn,qn) , (6)

where N (vk | µn,qn) is a Gaussian pdf with mean µn, covari-
ance qn, and probability p(n). At the end of each tube the
capsule stops for a moment due to bends in the intestine.

The movement of a WCE in the intestines can therefore
be approximated by the model in Fig. 2: The straight lines is
where the capsule is moving close to constant speed and at
the nodes the capsule is at rest.

Fig. 2. A simplified motion model for the WCE movement. At the edges the
WCE moves at approximately constant speed chosen from Eq. (6) and at the
nodes it stops for a randomly chosen time interval.

The human model applied to generate relevant datasets
is HUGO which is a complete anatomical three-dimensional
model of the human body provided by the Visible Human

Project [17]. The relevant datasets used for simulations were
generated for the red dots shown in Figs. 3(a) and. 3(b),
displaying two cross sections of the abdominal region of
the HUGO model with a segment of about 30 cm of the
small intestine included (the intestines are displayed as the
black areas in the figures). The two cross-sections are located
within the red rectangle shown in Fig. 3(c). For simplicity,
the WCE was placed at the center of the intestine. In reality,
more deviation from the midpoint is expected to occur. In the
dataset generation, it was assumed that capsule positions were
obtained every T = 1seconds, which is in line with the existing
WCE systems [18]. In every bend < 135° a random dwell time
ts was added to simulate the capsule stops.

C. Tracking Algorithms

For BSE, it is natural to use the Kalman filter (KF) [19].
However, since there are multiple speed modes as well as
periods where the WCE is at rest one would assume that
a Multi model Kalman filter with variable noise level (KF-
VNL) [20], [21] would be a better choice. Further, the particle

filter (PF) is a more general approach than the KF and applies
to any state transition- and measurement model [22]. We will
compare these three approaches, each of which is described
in more detail in the following.

i) KF: For the KF the state xxxkkk at time k is assumed to follow

xxxk = Axxxk−1+Buuuk−1 +wwwk−1 , (7)
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(a) (b)

(c)

Fig. 3. Cross-sections of a human abdominal region. The red dots are points
placed in the small intestine used as a reference when creating datasets for
tracking: (a) Dataset 1. (b) Dataset 2. (c) Location of the two cross-sections
within the HUGO model.

where the observation of xxxkkk is given as

zzzk = Cxxxk+ nnnk . (8)

wwwk and nnnk have distributions p(w) ∼ N (0,Q) and p(n) ∼
N (0,R) respectively. The covariance matrices Q and R are
assumed constant. For constant velocity (ẋ, ẏ) with measure-
ments of positions (x,y) and timestep T , the state transition
matrix A and the observation matrix C are given by

A=









1 T 0 0
0 1 0 0
0 0 1 T

0 0 0 1









, C=

[

1 0 0 0
0 0 1 0

]

. (9)

The control input matrix B was chosen as zero, with mismatch
in the model compensated for by increased noise in the process
noise covariance matrix Q. The covariance matrix for obser-
vation noise was chosen as R = diag

(

σ2
r,x, σ2

r,y

)

, where σ2
r,x

and σ2
r,y are the variances of the measured noisy observations,

while the covariance matrix Q= diag
(

0, σ2
q,x, 0, σ2

q,y

)

where

σ2
q,x and σ2

q,y represent unmodelled accelerations when the
capsule is moving. For more details on implementation of the
KF see for example [4].
ii) KF-VNL: The KF-VNL operates with multiple observa-

tion noise covariance matrices, Q1, . . . ,Qn, corresponding to
different modes in the filter.

In this paper, a two-mode KF-VNL is considered with Q1

and Q2, given by Q1 = diag
(

0, σ2
q1,x

, 0, σ2
q1,y

)

and Q2 =

diag
(

0, σ2
q2,x

, 0, σ2
q2,y

)

respectively. The variances σ2
q1,x

and

σ2
q1,y

represent unmodelled accelerations when the capsule

is moving. σ2
q2,x

and σ2
q2,y

correspond to process noise that

compensates for the transition between the WCE moving and
being stopped.

More details on how this 2-mode KF-VNL can be imple-
mented is given in [21].
iii) PF: With a set of measurements Dk = {zzzi : i= 1, . . . ,k},

the goal is to determine p(xxxk | Dk) recursively: One can
write [22]

p(xxxk | Dk−1) =
∫

p(xxxk | xxxk−1) p(xxxk−1 | Dk−1)dxxxk−1 . (10)

When a new observation zzzk is available, then

p(xxxk | Dk) =
p(zzzk | xxxk) p(xxxk | Dk−1)

p(zzzk | Dk−1)
. (11)

where the normalization p(zzzk | Dk−1) is as in (10) with
xxxk replaced by zzzk and xxxk−1 replaced by xxxk. Let
{xxxk−1 (i) : i= 1, . . . ,N} random samples from p(xxxk | Dk−1) be
available. The PF approximates the relations in Eq. (10-11)
through the two steps [22]:
Prediction: Pass each sample in the set through the system

model to obtain

xxx∗k(i) = g
(

xxxk−1(i),wwwk−1(i)
)

. (12)

wwwk−1(i) is drawn from the system noise pdf p(wwwk−1).
Update: When a new measurement zzzk is available, evaluate

the likelihood of each prior sample and obtain the normalised
weights

qk(i) =
p
(

zzzk | xxx
∗
k(i)

)

N

∑
j=1

p
(

zzzk | xxx
∗
k( j)

)

. (13)

The filtered posterior density is then

p(xxxk | Dk)≈
N

∑
i=1

qk(i)δ (xxxk− xxx∗k(i)) , (14)

where the approximation becomes equality as N → ∞ [23].
The PF starts by initializing N particles xxx1

0, ...,xxx
N
0 according

to N (xxx000,Σ), where xxx000 is the initial state provided to the
filter and Σ are the variances of the initial particles. Using
the constant velocity dynamic model with the state vector in
Eq. (3), the state evolution in (12) becomes xxxik = Axxx

i
k−1 + nnn,

where xxxik is particle number i representing one proposed state
vector at time k. A is as in (9) and nnn∼ N (0,Σ).

Since the noise model is assumed to be Gaussian, we have

p(zzzk | xxxk(i)) =
1

√

(2π)M |det(R)|
exp

(

−
1

2
(πππ iii

kkk)
TR−1πππ iii

kkk

)

,

(15)
where πππ iii

kkk
= zzzk − xxxk(i) and zzzk has covariance R. The recon-

struction is then x̂xxk = ∑N
i=1 xk(i)p(zzzk | xxxk(i)).

For the PF resampling process, the cumulative distribution
of the particle weights were used in order to discard particles
with negligible probability. In order to weight both the position
and the velocity estimate during resampling, the observation
vector was chosen as

zzzk =
[

xk yk
√

(xk− xk−1)2 +(yk− yk−1)2/T
]T

. (16)
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TABLE I
PARAMETERS USED UNDER

SIMULATION [4].

Parameter Value

v̄ 0.5 mm/s
σv 0.05 mm/s
ts 5 min
σs 10 min

TABLE II
SETTINGS USED FOR KF AND PF.

Description Value

Noise level SNR = 25 dB
Simulations S = 100
Number of particles N = 10000
Initial particle noise σN0

= 1

III. SIMULATIONS

For all simulations the velocity was chosen as N (v̄,σv),
with the stop time, ts, modelled as |N (ts,σs)| following the
investigations done in [4]. Specific values are given in Tab. I.
The chosen values for all tracking algorithms are summarized
in Tab. II. Timesteps for the 2nd mode of the KF VNL was
chosen as r = 100.

The following measures are applied in order to evaluate the
algorithms:

i) Signal-to-noise ratio (SNR) [24]

SNR = 10log10

(

1

Nσ2
r

N

∑
n=1

xn

)

(17)

where x is the relevant signal and σ2
r is the (observation) noise

variance.
ii) For the distance estimation problem, the mean difference

in length over S simulations is computed as

∆ =
1

S

S

∑
n=1

(

d̂n− d
)

, (18)

where d is the true distance and d̂n is the distance estimate.

In order to obtain the best estimate of the path length, all
filters were tuned for the minimum ∆. The system should
ideally be optimized for the most relevant SNR. However,
this value will change throughout the intestine as well as from
person to person depending on the size of the torso. Here we
chose to optimize the system for SNR = 25 dB as was used
for the detailed simulations in [24]. Due to the variation in
SNR it is of interest to compare the effect of the varying
observation noise on the distance estimates. The result can be
seen in Fig. 4, where SNR levels between 10-45 dB have been
used. The resulting ∆ for each SNR value was found from 100
Monte-carlo simulations. For dataset 1, the KF-VNL has the
best performance for most of the SNR values. For dataset 2,
the KF performs best for low SNR. The PF is most susceptible
to low SNR for both datasets, but has the best performance at
high SNR. Due to the filters being tuned for operation at 25
dB SNR, the full performance of the KF-VNL is not utilized at
low SNR, as the increased noise causes problems in detecting
the capsule maneuvers.

IV. DISCUSSION AND CONCLUSIONS

In this paper a method for estimating the pathlength tra-
versed by a wireless capsule endoscope (WCE) traveling
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Fig. 4. Deviation from actual path length, ∆, for different SNR levels. (a)
Dataset 1. (b) Dataset 2.

through the human gastrointestinal tract has been proposed.
The method is built around known localization and tracking
algorithms. Three tracking algorithms were tested: Kalman
filter (KF), multi model KF with variable noise level (KF-

VNL) and particle filter (PF). The distance is computed based

on the output of the chosen tracking algorithm

The KF-VNL was found to have the most accurate distance

estimation over the broadest range of position-to-observation

signal-to-noise ratios (SNR), being within ±3 mm above 25

dB SNR. However, if the SNR increases the PF becomes more

accurate with an error approaching 0 mm. As the SNR drops

below 15 dB, the KF outperforms the KF-VNL. The reason

for this is probably that the KF-VNL was not tuned for SNR

below 25 dB. The performance of the PF could be increased

at low SNR with a larger amount of particles at the cost of
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longer computation time.

For all tracking algorithms the performance increases as the

observation noise is reduced. A high performance localization

system combined with the tracking algorithms is expected to

have a distance estimation accuracy in the order of millimeters.

In [25] a video-based distance estimation algorithm obtains

an accuracy of 2.71 cm for a 500 cm long path with velocity

within 0-4 mm/s. Comparing this to the result of ±3 mm

presented in Sec. III, it seems at first glance that our proposed

scheme has a better performance for this specific setup.

However, apart from being of different lengths, the datasets

used for evaluation have significant differences: In [25], it is

assumed that the capsule constantly changes velocity between

0-4 mm/s. The datasets we generated here have only minor

deviations in the velocity when the capsule is moving, and has

long periods when the capsule is at rest. It is unknown how

well the algorithm in [25] performs for datasets that contain

long periods with no capsule movement, and how our approach

perform for a larger stretch of intestine. Further research is

needed to conclude.

The results of this paper are entirely simulation based

and meant to indicate a plausible accuracy for the proposed

scheme. As a proof of concept it is important to evaluate the

accuracy using real pillcams on several human test subjects of

different sizes. This study will require a significant effort that

should be pursued through future research.
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Abstract—One of the biggest threats to the healthcare data
stored by healthcare organizations comes from malicious insiders.
The first layer of protection against such adversaries is access
control, however if an adversary is able to bypass that then the
data becomes exposed. In this paper we propose an access control
method based on Hidden Vector Encryption. In our approach
access control policies are written using attributes of entities.
The Hidden Vector Encryption system then embeds the policies
in the ciphertext such that it can be decrypted only when the
relevant attributes are presented. This provides a higher level
of access control where a malicious insider cannot decrypt data
unless they possess the right attributes.

I. INTRODUCTION

Security and privacy of healthcare data is paramount and
consequently there has been therefore, a considerable amount
of work on the protection of healthcare data from outside
adversaries. Having said that, a big threat to healthcare data
also comes from malicious insiders. According to an IBM X-
Force report [1], 71% of the cyber-attacks in the healthcare
industry in 2016 were from insiders which is exceptionally
high when compared to other industries in the financial, ICT,
manufacturing and retail sectors.

The threat of insider attacks arises due to people inside
an organization that have the authorization and the access
to information that is supposed to be secure. In most cases
such insiders need that authorization and access to carry out
their daily responsibilities because the security controls are not
flexible enough and usually work in an all or nothing fashion
(either everything is available or nothing is available). This
creates a vulnerability where data is exposed to insiders that
become malicious.

A security control that is used for protection against insider
threats is Access Control List (ACL) or Access Control Matrix
(ACM). ACLs/ACMs provide an individual with access to data
based on their roles or attributes. ACLs/ACMs can restrict
access based on policies but do not provide confidentiality of
data. Traditionally confidentiality of data has been provided
by encrypting it. Encryption is an example of the above
mentioned all or nothing construct. If encryption is not used
the data is unprotected but available and if encryption is used
data is protected but unavailable. Encrypting healthcare data
therefore, while provides security to the data, also creates an
additional obstacle for the employees who need that data to

perform their duties. Organizations therefore have a reason for
not choosing to encrypt data if it introduces a large amount of
delay in the system. According to the HyTrust cloud adoption
survey [2] 25% of healthcare organizations that use public
cloud do not encrypt their data (Healthcare related Acts such
as HIPPAA do not force data encryption as a requirement).
On the other hand some organizations encrypt healthcare data
but have very lax key management, which means that even
though data is encrypted, everyone has access to the key to
decrypt the data.

To adequately protect healthcare data we need both an
access control mechanism and an encryption mechanism. An
ideal solution will be one, where the data is kept encrypted at
all times and the access control mechanism is embedded into
the data such that the data can be decrypted only by people
who have the proper authorization. In this paper we propose a
method of providing fine grained access control of encrypted
data based on the concept of Hidden Vector Encryption (HVE).
Functional encryption techniques such as HVE allow us to
encrypt data and embed access control policies within the
encrypted data. This eliminates the need of maintaining two
separate security controls (ACL and encryption) for providing
access control and confidentiality of data. It also means that
data is kept encrypted at all times which enhances the security
of the data.

The rest of the paper is organized as follows. In section
II, we first elaborate on the concept of attributes and attribute
based access control before going over Hidden Vector En-
cryption. We describe the proposed model in section III and
go over its various components. We analyze the performance
of the system in section IV and finally conclude the paper in
section V.

II. PRELIMINARIES

A. Security Assumptions

The adversary in our system is a malicious insider who
wants to access data that it is not authorized for. We also
assume that the adversary is not able to create and present
fake attributes. This can be ensured by storing credentials on
a swipe card and asking users to swipe before each data access.
We also assume that the adversary is not able to compromise
any of the components of our system.
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B. EMR vs EHR

Electronic Medical Record (EMR) and Electronic Health
Record (EHR) are two related concepts and are frequently used
interchangeably. The two terms however, refer to different kind
of health data. We define the EMR as basically the digitized
version of the patient’s medical record which might include
demographic information, scanned copies of the patient re-
ports, medical images and any other information that might
be collected by the healthcare provider about the patient. EHR
on the other hand is the single aggregated medical information
that is maintained by and shared across multiple entities. In
this paper we are concerned about the storage and access
control of EMRs at a single entity such as a clinic or a hospital.
While our solution could be extended to EHRs, that would
involve tackling the secure sharing of data which is outside
the scope of this paper.

C. Attributes

Attributes are characteristics or properties that are associated
with an entity. They can involve any quantity that describes
or identifies the entity. In the healthcare system, entities can
be healthcare staff, patients, EMRs etc, while attributes can be
the role of a healthcare staff, the department of the healthcare
staff, the age of a patient, the time of generation of an EMR,
origin of an EMR, EMR sensitivity etc.

In many systems roles are used for access control [3]
but attributes can be used to provide more fine grained and
flexible access control than roles. With attributes, fine grained
policies such as (an EMR with a high sensitivity level can
only be viewed by the doctor who created the document
and at the same location as the origin of the EMR) can be
created. Attributes also allow us to provide the flexibility of
creating and applying individual policies to documents by
using Attribute Based Access Control (ABAC). HVE is an
ABAC system which is discussed in the next subsection.

D. Hidden Vector Encryption

In traditional encryption, one can encrypt data under a
public key or the secret key and only the owner of the
secret key can decrypt the data. In a sense decryption can be
described as all or nothing, if you have the secret key you can
decrypt the message and if you don’t have the secret key then
you cannot decrypt the message. However, in applications such
as electronic healthcare systems, users require fine grained
control as to who can access the data and what can be learnt
about the data.

Hidden Vector Encryption is a specific type of the more
general Predicate Encryption which allows more flexible de-
cryption than traditional encryption systems. With predicate
encryption, users can specify predicates such as “Depart-
ment” = “Dermatology” or “Time” < “1700” or even the
conjunction of predicates such as ( “Department” = “Cardi-
ology”) ∧ ( “Role” = “Nurse”) which can be embedded in
the ciphertext such that the decryption will only be performed
when those conditions are met.

In Hidden Vector Encryption the predicates are specified
in the form of a vector of attributes. When the encryption
is performed with the public key this attribute vector is
embedded in the ciphertext. Decryption requires a separate
vector of attributes along with the private key. Decryption will
be successful only if the attributes in this vector satisfy the
predicates specified in the encryption vector. HVE encryption
allows the flexibility of having some don’t care entries in the
decryption vector, in case some predicates need to be ignored.
We now provide a definition of HVE encryption.

Let ~δ be a vector of attributes of length l, ~δ =
{δ1, δ2, ...δl} ∈ Σ, where Σ is the set of all attributes in the
system. Also, let ~q be a vector of the same length over {Σ∪∗},
where * denotes don’t care. A vector match(~δ, ~q) is defined
to be true if and only if the two vectors agree in all positions
i where qi 6= ∗. Given these two vectors a Hidden Vector
Encryption scheme can be defined as a tuple of four efficient
probabilistic algorithms (Key Gen, Encrypt, Gen Token and
Decrypt) with the following semantics [4].

1) Setup(p)

• Takes the security parameter p and generates the
public key PK and secret key SK

2) Encrypt(PK, δ, d)

• Takes as input, public key PK, the encryption
vector δ and the data to be encrypted d

• Outputs ciphertext CT = EncHVE(PK, δ, d)

3) GenToken(SK, q)

• Takes secret key SK and the query vector q as input.
• Outputs a token Tk = GenTokenHV E(SK, q)

4) Decrypt(Tk, CT )

• Takes the ciphertext CT and the token Tk as the
input

• If decryption is successful, output plaintext d, oth-
erwise output null.

Fig. 1. Block Diagram of Hidden Vector Encryption

Setup Encrypt

GenToken Decrypt

Security
 Parameter 

p PK

Encryption 
Vector δ 

Data d

SK

Query 
Vector q 

Tk

CT

d

null

Figure 1 shows the block diagram representation of the four
algorithms of HVE. While we do not provide the complete
mathematical construction of the algorithms in this paper they
can be found in [4], [5] and [6]. A dual of HVE also exists in
which contrary to the original HVE, ~δ ∈ {Σ ∪ ∗} and ~q ∈ Σ,
while everything else remains the same. In our application we
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Fig. 2. Proposed System Architecture
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in fact use the dual of HVE, since it gives us the flexibility of
using the don’t care entries when creating the policies.

III. THE PROPOSED SYSTEM

Our proposed system consists of four functional entities,
Attribute Authority, Policy Manager, Encryption Block, De-
cryption Block and two Cloud Servers, data cloud (DC) and
key cloud (KC) for storing encrypted data and encrypted keys.
Figure 2 shows a model of our system and how each of these
entities interact with each other. We first provide an overview
of our system before describing each of these entities in detail.

The component of the system that the healthcare staff
directly interacts with is the Attribute Authority (AA). When
a member of the staff say Alice wants to store an EMR of a
patient in the system, Alice will interact with AA and provide
it the EMR to be stored. AA will extract atributes from the
EMR data as well as the meta-data. AA then converts the
attributes in a numerical form and sends the attributes and the
EMR to the Policy Manager (PM). The PM is the component
of the system which stores the access control policies that are
to be applied to the EMR. The PM then uses the numerical
attributes to create a vector that has the access control policies
to be enforced encoded. This is called the encryption vector
δ. The PM then sends the EMR and the encryption vector to
the Encryption Block (EB). The EB first encrypts the EMR
with a randomly generated symmetric key and then encrypts
the symmetric key with Hidden Vector Encryption using the
encryption vector supplied by the PM. The encrypted EMR
is stored in the Data Cloud (DC) while the encrypted key is
stored in the Key Cloud (KC).

Now, say a user named Bob wants to access a particular
EMR of a particular patient . Bob will communicate with AA
for the data request. Bob provides AA with his identity as well

as information about the EMR that is being requested. AA then
extracts relevant attributes from the request and creates a query
vector of attributes (q). The query vector and the patient’s
ID is then sent to the Decryption Block DB in the form of
the tuple < qi, P IDi >. The decryption block DB requests
the records for the patient ID PIDi from the key cloud KC.
DB then decrypts the records using the query vector q. If the
attributes in the query vector satisfy the access control policies
embedded in the ciphertext the decryption would be successful
otherwise not. If the decryption is successful, it will give the
DB the symmetric key ksi and the unique identifier IDi. The
DB then requests the encrypted EMR corresponding to IDi

from DC and decrypts it using ksi. The result is then returned
back to Bob.

We now explain the function of each of the entities of our
system in more detail.

A. Attribute Authority (AA)
During setup, the Attribute Authority chooses a unique ran-

dom number x for each possible attribute value in the system.
Let’s say,

∑
is an arbitrary set of all attributes in the system.∑

= {X0, X1, ..., Xn} where Xi can be attributes such as
Role, Department, Location etc. and Λi = {λ0, λ1, ...λk} be
a set of all attribute values for a particular attribute Xi. For
example, for the attribute Role, possible attribute values can be
Physician, Nurse, Ward clerk, Therapist etc. For all possible
values of all possible attributes in the system, the attribute
authority randomly generates a unique number x.

The main goal of the attribute authority is the management
of attributes and the generation of the encryption vector (δ) and
the query vector (q) based on the attributes. When a medical
staff say Alice, wants to store an EMR, she will submit it
to the attribute authority. The attribute authority will extract
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attributes from the EMR and forward the numerical vector ~x =
(x0, x1...xn) corresponding to the attributes along with the
EMR to the policy manager. Another medical staff say Bob,
who only wants to access some data, will submit his attributes,
patient ID and the meta-data of the document that he wants
to the attribute authority. Attribute authority will generate a
query vector (q) based on Bob’s attributes and forward the
tuple < qi, P IDi > to the decryption block.

B. Policy Manager

The Policy Manager component of the system allows health-
care providers to create, monitor and enforce policies that
control the access to data. The health care provider can create
a set of access policies and store these in the policy manager
component. When some data needs to be encrypted the policy
manager will receive attributes from the attribute authority.
The policy manager will enforce the required access control
policies by creating an encryption vector (δ) that corresponds
to those policies. This encryption vector is then passed to the
encryption block along with the EMR.

C. Encryption Block

The encryption block as the name suggests encrypts the
data. The encryption block is provided with the HVE public
key at the setup time. The encryption block will encrypt the
healthcare data using the HVE public key and the encryption
vector (δ). The encryption vector (δ) embeds the access
policies in the ciphertext which ensures that the decryption
takes place only when the correct attributes are provided. The
encryption block works as follows.

1) First it generates a random symmetric key,
2) Then it encrypts the data with symmetric key encryption

using the key generated above,
3) Then it generates a random number to be used as an

identifier for this data,
4) Finally the symmetric key generated in step 1 is en-

crypted using Hidden Vector Encryption.
Let’s say the EMR is represented by di. The data di is en-

crypted with the randomly generated key ksi by symmetric en-
cryption to produce ciphertext CTi, where CTi = Encksi(di).
The encryption block also generates a random number IDi

that will be used as an identifier for the CTi. The tuple
< IDi, CTi > is then sent to the data cloud DC for storage.
The data is stored in the data cloud DC indexed by the
identifier as shown in table I.

TABLE I
ENCRYPTED DATA STORAGE IN DC

Index Encrypted data
IDi Encksi (di)
IDj Encksj (dj)

. .

. .

. .
IDn Encksn (dn)

The encryption block then further encrypts the random key
ksi along with the identifier IDi using HVE and vector δ.
The ciphertext Enchve(ksi||IDi), is then sent to the Key
Cloud (KC) along with the patient ID PIDi as a tuple
< PIDi, Enchve(ksi||IDi) >. KC stores the encrypted key
and identifier indexed by the patient IDs as shown in table II.

TABLE II
ENCRYPTED KEYS STORAGE IN KC

Patient ID Encrypted Key
PIDi Enchve(ksi||IDi)
PIDj Enchve(ksj ||IDj)

. .

. .

. .
PIDn Enchve(ksn||IDn)

D. Decryption Block

To perform its function the decryption block receives the
HVE private key at the setup time. The function of the
decryption block is to receive a data request in the form of a
query vector q and a patient ID PIDi from the AA and return
data corresponding to the query, if the attributes in the query
vector satisfy the access control criteria. The decryption block
works as follows.

1) First it requests all the encrypted keys
Enchve(ksi||IDi) from Key Cloud KC for the
patient ID PIDi received in the data request.

2) Then it uses the query vector q to perform HVE de-
cryption on Enchve(ksi||IDi) to retrieve ksi and the
identifier IDi. If the decryption is unsuccessful, it quits
the process otherwise it proceeds to the next step.

3) If step 2 is successful, it requests encrypted data CTi
from data cloud DC using the IDi.

4) It then decrypts CTi using ksi to recover the original
data di, where di= Decksi(CTi).

5) The data di is finally sent back to the user.
In step 2, when the HVE decryption is performed on

the ciphertext, the decryption will only be successful if the
attributes in the query vector, satisfy the access control policies
embedded in the ciphertext at the time of encryption using the
encryption vector δ. This will ensure the compliance with the
policies. If the decryption is unsuccessful, the decryption block
will inform the requestor that the access was denied.

IV. PERFORMANCE ANALYSIS

To evaluate the performance of our system we tested
the execution time of the four core HVE algorithms Setup,
GenToken, Encrypt and Decrypt. The implementation uses
the Pairing Based Cryptography (PBC) library [7]. To test
the execution time of our core algorithms we first tested the
execution time of the various basic HVE functions that the
algorithms are composed of. The system also uses other oper-
ations such as symmetric encryption/decryption and random
number generation but because these operations are much
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Fig. 3. Execution time of the algorithms

faster than the pairing based operations that HVE uses we
did not analyze them in this work.

The tests were performed on an Oracle Virtual Box running
64-bit Ubuntu in a VM. The VM had 2048 MB of RAM
and 40 GB of hard disk with a 2-core 2.2 GHz CPU. The
VM thus mimicked a fairly low spec physical machine.Each
basic function was executed 50 times and the average execu-
tion time was reported. Table III shows the HVE functions
and their execution time.The four core HVE algorithms are
composed of these basic functions and also depend on l, the
length of the encryption vector δ. The mathematical details
of the construction can be found in [6]. Table IV shows the
composition of each of the algorithms in terms of the basic
functions. The Setup for example is composed of 7 random
element generations, 8l element exponentiations, where l is
the length of the encryption vector δ, and 1 pairing function.
The execution time of the algorithms can be calculated as a
function of l using the compositions in table IV. Figure 3
shows the execution time as a function of the length l of the
encryption vector. The time taken during setup is a one time
cost at the system startup. The delay introduced by encryption
when in the extreme case of l = 20 is only 1.24 seconds.
In most cases the encryption vector would be smaller than
that and accordingly the delay will be less than 1.24 seconds.
The GenToken and the Decryption algorithms are executed
when someone wants to access data. In the extreme case of
l = 20, the combined execution time of the two algorithms
is 2.61 seconds. This is admittedly slightly on the higher side
and will cause a barely noticeable delay. This however, is the
tradeoff for a higher level of security and access control.

V. CONCLUSIONS AND FUTURE WORK

In this paper we have proposed an attribute based access
control mechanism for healthcare data. Using HVE, our sys-
tem keeps the data encrypted at all times and embeds the

TABLE III
PAIRING BASED LIBRARY FUNCTIONS

Function key Runtime(s)
Random element generation r 0.0021
Element addition a 0.0032
Element division d 0.0038
Element multiplication m 0.0034
Element exponentiation e 0.0041
Pairing generation p 0.0036
Pairing multiplication pp 0.0036

TABLE IV
COMPUTATION COMPLEXITY

Algorithm Composition
Setup 7r+8le+p
Encryption 8e+3m+9lm+7le+pp
GenToken 24e+8m
Decryption 8p+4e+p

access control policies directly onto the encrypted data. This
solution provides protection against both the outside adversary
and the inside adversary and will be less cumbersome then
having two separate controls for protection against the two
types of adversaries. We implemented the HVE system on a
low spec machine and found that the execution time of the
system produces acceptable amount of delay which can be
further reduced by the use of more efficient crypto libraries. In
section II-A, we made 2 assumptions about our adversary. We
assumed that the adversary is not able to present fake attributes
to the system. As previously stated this can be established
by using swipe cards. Our second assumption was that the
adversary is not able to compromise the components of our
system. This is a very strong assumption and our future work
would entail making the system robust to such compromises.
We are currently attempting to eliminate that assumption by
using secret sharing and identity based systems.
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Abstract—Postmarket surveillance for cyber security of 
medical devices is an area within the critical infrastructure of 
health care and public health that has been largely neglected. 
In developed countries post market quality assurance is passive 
following complaints from the health care institutions to the 
manufacturers of the medical devices. Recently, the individual 
devices can be made traceable allowing any malfunctions to be 
uniquely identified in each device.  There is a lack of clarity on 
post-sale ownership and management of devices and the 
updates to the device software. These devices, once plugged into 
Healthcare Information Systems (HIS) act as FDA approved 
black boxes that cannot be patched, updated, or secured by 
anyone other than the manufacturer. Moreover, these 
unpatched devices provide back doors to cyber criminals to 
invade the HIS. These devices are soft targets for cyber 
criminals. So far, we have not come across any mechanisms 
that address the surveillance of these devices for cyber security. 
In this paper, we analyzed the post-sale surveillance regulations 
in Australia. Based on our findings, we present fog-based 
POSTmarket SurveillanCe Of DEvices (POStCODE) 
middleware that provides the operational details (excluding the 
private data of patient) of the devices directly to the 
manufacturers. The introduction of the POStCODE will give 
device manufacturers the means to closely monitor the 
functioning of their devices. Manufacturers will be able to up-
grade devices, patch security vulnerabilities and monitor device 
performance thereby enhancing health care outcomes. The 
POStCODE middleware enhances device security whilst 
building partnerships between the health care facilitators and 
the device manufacturers.  

Keywords—cyber security, critical infrastructure, healthcare, 
middleware, postmarket surveillance 

I. INTRODUCTION 

A. Medical Devices   
In the past, Medical Devices (MDs) were isolated 

instruments that served in a closed loop: detection of physical 

variables from a patient’s physiological condition and 
translating that into electronic format. In [1] a device is 
defined as an iinstrument, apparatus, or machine which is 
intended for use in the diagnosis of disease or other 
conditions, or in the cure, mitigation, treatment, or prevention 
of disease and which does not achieve its primary intended 
purposes through chemical action. The MDs help in 
detection, cure, and prevention of medical, potentially fatal, 
health conditions. In [2] we proposed a detection system for 
cardiac abnormalities and we reported that misdiagnosis may 
lead to the death of the subject. It follows that any reasonable 
process that alerts manufacturers and users of devices to any 
operating anomalies is critical. A failure by manufacturers to 
evaluate and if appropriate take advantage of this new 
development could expose them to future legal liability. 

 

Fig. 1. Medical Devices connectred to a centralized platform.  

B. Healthcare Information System (HIS)  
Any evaluation and or surveillance of MDs need to 

recognize that the data generated is patient data [3]. As such, 
this data is the property of the patient and the Healthcare 
Information System (HIS) is entrusted to keep that data 
secure and private for the owner [4]. This patient data is 
generated after the device applies manufacturer generated 
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standardized algorithms on the patients physiological 
condition [5]. These device operations are electronically 
administered either autonomously or with the assistance of a 
healthcare worker. At times, the operations promised by the 
MDs malfunction, such as the ones reported [6], [7] where 
remedial action is needed. Specific databases are maintained 
by the regulators who publish these device malfunction 
incidents. In this research we access these databases to extract 
information about past incidents related to cyber security in 
MDs [8]–[14]. A more comprehensive analysis is provided in 
the literature review section later in this paper. 

 

Fig. 2. Healthcare Information Systems.  

C. Food and Drug Administration  
Once MDs are sold, their native operating system and 

application software is generally not updated or patched [15]. 
This failure to patch or update makes the operating system 
running in that MD vulnerable. Research has found that the 
MDs are often targeted by cyber criminals taking advantage 
of inbuilt outdated vulnerabilities [16]. Since these MDs are 
approved by the regulatory bodies, for example, the Food and 
Drug Administration (FDA) in the United States of America 
[17], it is illegal to alter the state of the device once implanted 
[20]. The only entity that can modify the software or 
hardware of an MD is its manufacturer. Kramer et.al. report 
inconsistencies in this MD governance cycle in [17]. After a 
medical device is brought onto the market, an ongoing 
postmarket surveillance begins. This is to ensure the safety 
and effectiveness of the MDs. In the United States of 
America, the postmarket surveillance may include per-market 
approval for high risk MDs or 522 studies [18] [20]. For new 
devices, the 510 process [21] clears the new devices on the 
grounds of substantial equivalence. This provides a gateway 
for the manufacturers to sell the new devices without 
substantial clinical testing. More details of the status of such 
devices can be found in reports [22], [23]. 

D. Security Problems in Healthcare Systems 
In [24], Chaudhry et.al. identify cloud computing based 

system as the immediate solution to the cyber security 
problems of medical and healthcare sectors and Bildosola 
et.al. [25] also reports on the benefits of cloud adoption. Fog 
computing was proposed by Zhang et.al. [26] as a super set of 

cloud-lets promising interoperability [27], dynamic work 
flows [28], security as a service [29], platform as a service 
etc. [30]. In this paper, we exploit the strengths of the fog 
computing environment, and propose a postmarket 
surveillance method. We propose that the MDs should report 
their operational context directly to the manufacturers via 
cloud portal. This will provide more transparency to the 
postmarket MD surveillance thereby promising an improved 
quality of service. It will also generate the clinical data for the 
new devices thereby assisting in keeping MDs safer. This 
process will allow the direct application of needed patches 
and enhance HIS administrator’s trust in MDs. We aim at 
implementing this model in a test site to demonstrate the 
effectiveness of the solution. 

E. Cloud-based Health Information Systems 
The primary benefit of cloud based solutions for the 

industry is the shared platform, aggregating information and 
common methods [31]. Cloud systems can provide greater 
flow of data and support the multi-format data. According to 
[32], Infrastructure as a Service (IaaS) is a model that suits 
both the service providers and the service customers because 
it shares the risks equally amongst all parties. Because there 
are no definitive solutions to counter the reported frequent 
data breaches the medical sector looks to the cloud 
computing as an intermediate solution. 

F. Fog Based Survaillance Solution 
In this paper, we highlight the need for postmarket 

surveil- lance of medical devices and propose a fog-based 
surveillance solution that provides direct monitoring of the 
functional orientation of the MDs, quick and more localized 
response to the malfunctions and unauthorized access to 
MDs, provide access to Regulators so they can meet 
governance requirements of the surveillance of MDs, access 
to the live feed leading up to patient death for any subsequent 
legal and coronary investigations, improving the sharing of 
the security and safety risks of medical devices among the 
stakeholders. 

The rest of this paper is organized as follows; a literature 
review followed by an analysis of the Australian postmarket 
surveillance market for the MDs. This is followed by a 
discussion of the POstmarket SurveillanCe Of DEvices 
(POStCODE) middleware including coverage of relevant 
case studies. In concluding the paper we highlight options for 
future research in this area.  

II. POSTMARKET SURVEILLANCE OF MEDICAL DEVICES 
Medical devices play a critical role in diagnosing, 

maintaining, monitoring, and restoring the physiological state 
of a patient. An MD observes the state of the patient and uses 
the device intelligence programmed into it by the 
manufacturer, using the sensors and actuators at its disposal, 
to generate diagnostic data. This device intelligence is the 
intellectual property of the device manufacturers. Once data 
is generated, following the normal work flow of the device 
intelligence, it becomes a part of patient records. There is 
currently no way of tracking the control data to/from the 
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MDs (the control data that is used to issue commands to the 
sensors and actuators in the MDs) [114]. The security of 
patient records, is a tangent that is not addressed in this paper. 
Adverse events in the medical and healthcare environment 
may be caused by poorly trained staff [111], by external 
vectors i.e. cyber criminals [112], or by lack of best practice 
cyber hygiene [115].Kramer et.al. [106] compare the 
strategies of the postmarket surveillance of MDs in the 
developed countries. Once a medical device is manufactured, 
it is tested for reliability and accuracy. Ruben et.al. present 
the number of patients studied prior to approval of new 
medicines [107]. However there are some comprehensive 
studies done in individual facets of the medical device 
surveillance technology [108], [109]. The question, should 
the MDs be tested by independent parties is a topic still 
unanswered [110]. Through POStCODE we aim at also 
bringing transparency to the process of pre-deployment 
testing of the medical devices. The existing practices are not 
suited for mass development of devices because of unit cost 
in testing them. Moreover, the thoroughness of tests done on 
the new devices cannot be verified. Through data obtained 
from POStCODE it is possible to perform fault localization. 

TABLE I.  APPLICATION AREAS OF FOG COMPUTING 

Scheme Applications 

AlFaruque et.al. [37]  Energy As a Service for Fog Computing  

Al-Fuqaha et.al. [38]  Integration of LoRaWAN into Fog 
Infrastructure 

Alippi et.al [39]  Autonomous Interactions in Fog 
Computing for the Smart Grid 

Bader2016 et.al [40], Bit- 
tencourt et.al. [41], and Yi et.al 
[42]  

Middleware Applications on Fog 
Platforms  

Alrawais et.al. [43], Li et.al. 
[85], and Mollah et.al. [45]  

Security Services on the Fog Platforms  

Chiang et.al. [46], Park et.al 
[47], Pu et.al. [48], Suto et.al. 
[49], Tao et.al [50], Wang et.al. 
[51], and Taoxue et.al. [52]  

Research Opportunities in particular 
domains in Fog Computing 

Dantu et.al. [53]  Android suitability for Fog Platforms  

Deng et.al. [54], Lu et.al. [55], 
Park et.al. [56], Peng et.al. [57], 
Mi et.al. [90], and Peng(1) et.al 
[58]  

Workload delegation for Fog 
Environments  

CloudComp et.al. [59], Garcia 
et.al. [60], and Jalali et.al. [61]  

Economics model of Fog computing 
models and associated costs  

Ejaz et.al. [62], & Ku et.al. [63], 5G applications in Fog Computing  

He et.al. [66], Gargees et.al. 
[65], Jayaraman et.al. [67], and 
Wang et.al. [68]  

Applications of the Fog Computing in 
scalability issues in distributed video live 
streaming and assembly.  

Chen et.al. [69], Hou et.al. [70], 
and Tandon et.al. [71],  

Vehicular Networks and their integration 
into fog computing environments.  

Lin et.al. [72], Hou et.al. [73], 
Tandon et.al. [74], Iotti et.al. 
[75], Nikoloudaki et.al. [80], 
Sharma et.al. [79], Shih et.al. 
[78], Zeng et.al. [76],  

Qualtiy of Service Improvement in Fog 
computing environments.  

Farris et.al. [83], Jain et.al. [84], 
Li et.al. [85], and Li et.al. [86],  

Various issues in Fog computing 
environ- ments.  

Kulatunga et.al. [87], Mubeen 
et.al. [88], Yannuzzi et.al. [89], 

Smart Dairy and other smart spaces 
using Fog computing environments.  

Scheme Applications 
and Nguyen et.al. [82]. 

 

The collection of evidence of malfunction in MDs is no 
mean feat. The possibility of applying the postmarket 
surveillance proposed in developing countries is absolutely 
essential. Due to absence of enforcement of cyber medical 
law, the devices are often operated under hazardous 
conditions and may cause harm to either patients or to the 
machine operators. With POStCODE we aim at bringing 
accountability in the MD audit and sharing of the control data 
among regulatory bodies and the device manufactures.  

III. FOG COMPUTING AND MEDICAL HEALTHCARE SYSTEMS 
Fog computing encompasses everything on the planet that 

can communicate [33]–[35]. Proposed first by Addepalli 
et.al. [36], [64] has fast growing applications in every facet of 
life. Although not without its challenges [83]–[86], [103], 
Chaudhry et.al. [102] proposed that cloud computing has a 
promising future in medical and Healthcare Information 
System (HIS). The primary application of the fog platform in 
the smart spaces [38], [82], [87]–[89] with extensive attention 
given so far to the improvement in quality of service [72]–
[76], [78]–[80]. The integrated infrastructure also includes 
5G environments and distributed video streaming 
applications associated with the Vehicular Networks [62], 
[63], [65]–[71]. With the help of research on workload 
delegation [54]–[58], [90] results reported in [59]–[61] 
present promising economic models for fog adaptation. 
Although there have been middleware applications proposed 
for fog platforms [37], [40]–[42], and security as a service 
being among those proposed [43], [45], [85], there are still 
many research opportunities in fog computing platforms 
[46]–[52]. See Tables I and II. 

TABLE II.  APPLICATION AREAS OF FOG COMPUTING IN MEDICAL AND 
PUBLIC HEALTH 

Scheme Applications 
Hung e t.al. [101], Tidbits et.al. 
[100], Wen et.al. [99], 
Malensek et.al. [98], and 
Manzalini et.al. [97]  

On transitioning from legacy system 
to the Fog Infrastructure and user 
mode selection  

Elkhatib et.al. [64] 

Fog Middleware for automated 
compliance of OECD and privacy 
principles in Health- care IoT  

Gao et.al. [96], Jantsch et.al. 
[95], and Jutila et.al. [94]  Data Dissemination in fog computing 

Gargees et.al. [65], and Misra 
et.al. [93]  

Cost effective fog in medical (OPSIT 
project) 

Lu et.al. [92]  Privacy preservation in Fog 
computing  

Moreno-vozmediano et.al. [81  Cross site virtual networks in Fog  

Yan et.al. [91]  Live data analysis in Fog  

 

Different applications have been proposed for medical 
and healthcare infrastructure using Fog computing platforms. 
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Among them are [97]–[101] where transition strategies from 
legacy system to fog infrastructure are suggested. In [64] 
Elkhatib et.al. proposed a compliance middleware using fog 
computing for healthcare enterprises. The healthcare data that 
is in high demand among cyber criminals [104], is of 
empirical value to safeguard data. In [94]–[96] fog computing 
platforms are considered efficient in healthcare data 
dissemination and privacy preservation [92]. Because 
healthcare data is widely shared, so cross site [81] live data 
sharing [91] is of prime value. The healthcare data is 
frequently shared and requires archiving for later reference or 
to ease transition to a new provider. Among the healthcare 
data there is diagnostics data, first degree user data, and 
second degree user data [105]. The diagnostic data carries 
first degree user data that contains the meta data that the 
medical expert derives from the diagnostics data. The second 
degree user data is added for identification purposes.  

 

Fig. 3. HIS Reference Model.  

IV. PROPOSED ARCHITECTURE OF THE POSTCODE 
MIDDLWARE 

The Hospital Information Systems (HIS) are integrated 
systems of sub-specialized information systems. In this 
research we classify an integrated HIS in following 
categories:  

1) Core Hospital Information Systems: Provide 
information services to the core functions of the hospital.  

2) Multimedia Archiving System: The long term storage 
of the patient records and imaging.  

3) Associated HIS subsystems: Supports the functions 
that are associated with the core HIS i.e. Administrative 
systems, Financial systems, etc.  

4) External HIS systems: The third party vendors who 
play an important role for the sustainability of the HIS i.e. 
Catering, Cleaning, Gas supplies, and Security services etc.  

 
These components exchange Electronic Medical Data 

(EMD) among themselves in order to continue performing 
the integrated services to the patients. The standardization of 
the EMR is highlighted in [113]. This EMR can be of 1- 
Clinical, 2- Images, 3- Admin/Financial data or a 
combination of all three. The common interface data bus in 

an HIS is known as an Integration Tool, which is not the 
topic of discussion in this research. A common HIS 
framework is shown in Figure3. Since the HIS are large 
enterprises, they are often an amalgamation of many different 
standards and typologies. Hence sharing of data among 
multifaceted systems is a challenge. While making it all work 
at the data link layer, often security vulnerabilities are left 
exposed. Moreover, the interoperability, data transformation, 
and translation become resource consuming tasks. In order to 
address this problem, cloud computing is proposed in [102] 
as an alternative solution. From a functional perspective, in 
certain areas of a hospital where the resources are shared, a 
Public cloud should be deployed. Public cloud are 
customarily conventional logic and rely on a self-service fine-
grained foundation utilizing the Internet for transport, and 
rely on web services/applications, from third- party 
contributors who create bills and provide resources to the 
HIS. It is a pay as you go model that is adjustable enough for 
countering spikes to demand via cloud accretion. The 
resources of the HIS which are not shared with the entities 
outside the HIS are placed within a Private cloud. This term 
is being used by some cloud vendors to explain contributions 
that follow cloud computing model in confidential or closed 
networks. This system has been introduced inside a data 
center of a health organization. Within a private cloud, cloud 
purveyors provide virtual application and scaleable resources 
offering the flexibility without capital investment to size for 
peak loads.  

 

 

Fig. 4. Fog-let Architecture in HIS including the PoSTCODE.  

It is different from public cloud in the sense that 
organization itself supervises all applications and has the  
functionality of an intranet. Operation on private cloud is 
more sheltered than public cloud due to its additional 
authentication separation from the public network. Only 
delegated stakeholders and specific organizations have 
approaches to deal with explicit confidential cloud. In the 
HIS, some components that are external to the HIS i.e. 
External HIS systems frequently exchange data with the HIS 
and should be placed in Hybrid cloud. The portion of private 
cloud that is connected with one or many external cloud 
services is called hybrid cloud, that supervises centrally, rides 
as solitary unit, and restricts access by a network that is 
secure. It offers effective IT capabilities of both private and 
public clouds. Application and data are potentially more 
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secure in hybrid Cloud in comparison to a fully public Cloud 
even though it permits a variety of parties to access 
information via the Internet. Hybrid cloud solutions also 
possesses a public architecture to integrate with further 
systems of management. It explains configurations that 
combine a local device like Plug computer with services of 
cloud. It also explains configurations that combine physical 
and virtual collocation assets such as frequently virtualized 
environment required routers, physical server or further 
hardware like network appliances that act like a spam filter or 
firewall. The Figure 3 shows an overview of different cloud 
models. The PII that is generated by the MDs is the property 
of the patient sworn by the HIS to protect. We propose that 
the PII be managed by the HIS administrators while the 
control data from the MDs are transported out of the HIS and 
stored in the shared repository through a Virtual Private 
Network Coalition. The coalition provides the network 
isolation to the medical devices, which absolves the HIS 
administrators from MD security. The control data from the 
device is sent to the shared repository which is monitored by 
the device manufacturers and the regulators for accuracy and 
consistency. The figure 4 shows a sample Fog-let 
architecture.  

V. POSTCODE IMPLEMENTATION 
Many of the security vulnerabilities in MDs can be 

overcome by the direct monitoring of the devices. Until now, 
the MDs were connected to the HIS in an ad-hoc manner i.e. 
they are provided network access so that the PII data that is 
generated from those devices is stored by the HIS for 
investigation by healthcare workers. A predefined instruction 
set is provided to the healthcare workers on a console 
configured by the MD manufacturer. The POStCODE 
provides a means of directly monitoring the functional 
orientation of the medical devices. Governance is an exercise 
in authority implying compliance and supervision by a 
regulator in an area of health care that is becoming 
increasingly congested with medical devices, associated 
software, and internet connectivity. Governance also implies 
a level of monitoring and supervision by manufacturers of 
both medical devices and associated software of their 
respective outputs to ensure compliance with accepted rules 
and regulations [116]. In the field of healthcare, a failure of 
governance can result in adverse outcomes for patients. The 
introduction of POStCODE seeks to both enhance 
governance and improve medical outcomes for patients. The 
Australian regulator is the Therapeutic Goods Administration 
(TGA) whose responsibility covers pharmaceuticals and 
medical devices as well as other health related products. The 
TGA’s powers flow from the Therapeutic Goods Act 1989 
(Cth) and the Therapeutic Goods [116] Regulations 2002 
(Cth). Chapter 4 of the Therapeutic Goods Act covers 
medical devices. Chapter 4 refers directly to the regulations 
(s.41CA), the powers of the Minister to determine standards 
(s.41CB) and to national and international standards (s.41CC) 
when establishing medical device standards. Listed 
international bodies include the European Committee for 
Standardization and the European Committee for Electro 
technical Standardization. Two principles seem to underpin 
the acceptance of medical devices in Australia, the first are 

general principles covering health and safety and the second 
are essential principles related to design and construction. It 
is a reasonable assumption that any software interacting with 
medical devices complies with those two principles [117].  

Software is picked up under Article 41BD of the 
Therapeutic Goods Act 1989 (Cth). This would include 
software that is relevant to the role of the POStCODE in 
interacting with medical devices. The Australian Government 
Department of Health also has the Australian Regulatory 
Guidelines for Medical Devices (ARGMD) Part 2 (under 
review 2011) which is concerned with active medical devices 
and picks up ‘all electronic devices and computers’ under 
‘energy and also notes that:  

Medical devices with telecommunications ports must 
comply with ACMA A-Tick requirements, for example, in-
home patient- monitoring devices that have modem ports. 
Medical devices with radio-communications transmitters 
must comply with ACMA C-Tick requirements for radio-
communications standards, for example, wrist-worn 
sphygmomanometers that connect to a mobile phone using 
Bluetooth. However, electrically- powered medical devices 
do not require C-Tick marking in relation to electromagnetic 
compatibility. They must comply with the more stringent 
requirements described in the Essential Principles. Active 
implantable medical devices (AIMDs) that utilize radio 
communications and the associated external radio 
transceiver such as an external programmer or data-logger, 
must also comply with ACMA radio spectrum licensing and 
C-Tick requirements. The ACMA Radio communications 
Class License (Low Interference Potential Devices) 2000 
(also known as the LIPD Class License) makes specific 
allowance for some kinds of low-power radio 
communications for AIMDs, including those using Medical 
Implant Communications Systems (MICS), under specific 
conditions.  

These regulations also cover software that operates as a 
controlling agent for an electronic device. The emphasis here 
is on the manufacturers purpose. That is, any regulation 
depends ‘on the manufacturer’s intended purpose for the 
software and how it is supplied’. Section 13 of the regulations 
concludes: The international standard IEC 62304 Medical 
device software—Software life cycle processes addresses 
requirements that are specific to software, while the IEC 
62366 Medical devices — Application of usability 
engineering to medical de-vices standard addresses usability 
engineering requirements to all devices, including those that 
are wholly or partially software-based. The TGA considers 
these standards as representing the state-of- the-art for 
medical device software. The labeling requirements apply to 
medical device software, regardless of whether it is: 
downloaded from the Internet, installed from a CD, or pre-
installed on a device. Manufacturers need to ensure that the 
product information, such as the graphical user interface, 
screenshots, CD labels, and product demonstrations meet the 
requirements of Essential Principle 13.  

Because medical devices play a critical role in 
diagnosing, maintaining, monitoring, and restoring the 
physiological state of patients it is a reasonable expectation 
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that these medical devices will in themselves do no harm. 
Ideally, these devices will enhance the enjoyment of life of 
users whilst assisting manufacturers in achieving high 
standards of service. It is therefore incumbent upon hardware 
and software developers whose products directly or indirectly 
impact medical devices to ensure their products ‘do no harm’. 
Identifying what is covered by the principle ‘do no harm’ 
would be relatively straightforward but for the fact that the 
internet of things (IoT) is developing rapidly in a ‘world 
where science fiction quickly becomes scientific fact’. The 
principle of ‘do no harm’ encompasses not only appropriate 
maintenance and service of implanted medical devices but 
incorporates appropriate security.  

The POStCODE offers a clear benefit to users because it 
offers a viable interface for maintenance and service of 
medical devices whilst offering concurrent notification of 
malfunctioning devices. This process has the potential to 
enhance both general and essential principles mentioned 
above. It is however a new process. As such it needs to 
comply with present laws and regulation, not only in 
Australia but elsewhere in the world because a key feature of 
the internet is its connectivity. Or to put it another way, the 
internet is border-less requiring MD’s connected to the 
internet to take account of this connectivity in hardware and 
software design. Complying with the law does not in itself 
fulfill the requirement of ‘do no harm’ but it is an essential 
first step. In addition to the overarching requirements of 
legislation concerned directly with medical devices there are 
other laws and accepted codes that need to be kept in mind 
when introducing new processes into the medical device 
marketplace. There is also a concurrent ethical obligation to 
maintain confidentiality. Because the use of medical devices 
generally involves medical practitioners there is a concurrent 
code of professional conduct [119] In Australia the Good 
medical practice has a section on guidelines for technology-
based patient consultations [120]. The relevant definition is 
‘[T]echnology- based patient consultations are patient 
consultations that use any form of technology, including, but 
not restricted to videoconferencing, internet and telephone, as 
an alternative to face-to-face consultations. The governing 
law for Australian Medical Practitioners is the Health 
Practitioner Regulation National Law Act [121], which has 
been replicated by each Australian state. Privacy in Australia 
is also covered by the Privacy Act 1988 (Cth) [122]. In that 
statute Section 16B is concerned with ‘the collection, use or 
disclosure of health information’ [123]. An important sub-
section notes:  

(3) A permitted health situation exists in relation to the 
use or disclosure by an organization of health information 
about an individual if:  

(a) the use or disclosure is necessary for research, or the 
compilation or analysis of statistics, relevant to public health 
or public safety; and (b) it is impracticable for the 
organization to obtain the individual’s consent to the use or 
disclosure; and (c) the use or disclosure is conducted in 
accordance with guidelines approved under section 95A for 
the purposes of this paragraph and (d) in the case of 
disclosure–the organization reasonably believes that the 

recipient of the information will not disclose the information, 
or personal information derived from that information [124].  

It is a reasonable proposition that implementation of the 
POStCODE proposal will comply with the above privacy 
codes and laws. However, there is more. The concern about 
unauthorized and/or illegal access to internet devices and 
storage has resulted in new laws focused on data protection. 
The purpose of this State of Victoria legislation is amongst 
other things to ‘provide for responsible collection and 
handling of personal information within the state of Victoria.’ 
It would not be unreasonable to expect other states within 
Australia to follow suit with similar legislation. The 
Australian Commission on Safety and Quality in Health Care 
[125] has also developed standards [126], which seek to 
improve the quality of health care in Australia. One 
component is E-health which for now is focused on hospital 
patient electronic records. The Australian Government entity, 
the Therapeutic Goods Administration [127] regulates the 
suppliers and manufacturers of therapeutic goods, specifically 
medical devices [128] The connectivity of the internet 
requires a brief consideration of some international positions. 
The European Union has instituted a data protection regime 
through a directive on data protection [129] that is designed 
to protect both individual privacy and ensure personal data is 
protected from unauthorized use. This is about to be repealed 
and replaced by Regulation (EU) 2016/679. This new 
regulation entered into force on 24 May 2016 and will apply 
from 25 May 2018. European Union Member States are 
expected to have enacted complying legislation by 6 May 
2018 [130]. Andrus Ansip, Vice-President of the Digital 
Single Market said:  

 Today’s agreement is a major step towards a Digital 
Single Market. It will remove barriers and unlock 
opportunities. The digital future of Europe can only be built 
on trust. With solid common standards for data protection, 
people can be sure they are in control of their personal 
information. And they can enjoy all the services and 
opportunities of a Digital Single Market. We should not see 
privacy and data protection as holding back economic 
activities. They are, in fact, an essential competitive 
advantage. Today’s agreement builds a strong basis to help 
Europe develop innovative digital services. Our next step is 
now to remove unjustified barriers which limit cross-border 
data flow: local practice and sometimes national law, 
limiting storage and processing of certain data outside 
national territory. So, let us move ahead and build an open 
and thriving data economy in the EU – based on the highest 
data protection standards and without unjustified barriers 
[131].  

The important part of Ansips statement for non-European 
software developers is the impact on external digital storage 
and movement of data with a European link. The Press 
Release specifically noted that ‘companies based outside of 
Europe will have to apply the same rules when offering 
services in the EU’ and ’that data protection safeguards are 
built into products and services from the earliest stage of 
development (Data protection by design)...‘ [131]  
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A. Quick Anomaly Response to the MDs 
To date, there is no means of detecting the anomalies in 

the MD. With POStCODE, the anomalies are responded to 
much quicker than currently in practice. The anomalies are 
reported by the HIS either directly to the manufacturers or to 
regulatory body. POStCODE would allow both manufacturer 
and regulator to receive data allowing monitoring and 
prevention of conflict of interest if sent only to manufacturer. 
The manufacturer may want to minimize reporting of 
anomalies. With POStCODE the reporting of anomalies is a 
concern that is satisfied and also served for the purpose of 
direct governance of the postmarket surveillance process.  

B. Downstreak Applications of the PoStCODE 
The connectivity of MDs raises an interesting area of 

future research into whether or not this connectivity can be 
used to cause the death of an MD user. What we propose here 
is a brief outline of the use of this process in ascertaining if a 
homicide has been caused by external interference with a 
MD. The novel portal access process can help investigators 
determine what, if any, external interference played a role in 
the homicide. However, this process would need to be 
accepted by the court systems before it could be utilized in 
the determination of cause of death. The admissibility of any 
evidence, in this case the ‘novel portal process’ in any 
Australian or USA court hearing requires acceptance by those 
same courts of the process. The courts will in determining 
admissibility apply certain tests. These tests may take into 
account whether or not the process monitoring the implanted 
MD’s has met certain commercial and legal standards. For 
the former an established need, reliability and cost would be 
paramount. For the latter, legal reliability is paramount. 
Courts become interested in evidence when a party seeks to 
rely upon that evidence to influence a legal outcome. If we 
identify that evidence for these purposes as ‘novel portal 
access’ the following questions will need to be addressed:  

Evidence is any matter of fact [118]: Would acceptance of 
this ‘novel portal access’ evidence, the fact(s) encompassed 
by this evidence effect any other fact. To put it another way, 
is the ‘novel portal access’ evidence relevant? That is, ‘if 
accepted, could it rationally affect (directly or indirectly) the 
assessment of the probability of the existence of a fact in 
issue in the proceedings’. In our discussion here this latter 
fact is the cause of death. In those Australian jurisdictions 
that rely upon the common law the High Court of Australia 
has held that even though s55 of the Uniform Evidence Code 
does not apply in Western Australia the definition in s55 
reflects the common law [132]. The next step after 
determining relevance is to ask if the ’novel portal access’ 
evidence is admissible? This is a second test. At its simplest 
the test for admissibility says that even though ‘novel portal 
access’ evidence may be relevant it may nonetheless be found 
to be inadmissible if any of the exclusionary rules of evidence 
apply. The key word in ‘novel portal access’ is the word 
‘novel’. If this word ‘novel’ is being used because what is 
proposed is novel then what follows is relevant because 
leaving aside the main exclusionary rules there are rules 
about the admissibility of novel scientific evidence.  

In Mallard v The Queen [132] the Western Australian 
Court of Appeal noted:  

[E]xpert opinion evidence should not be rejected merely 
because the technique, instrument or methodology has not 
been used in court before (R v McHardie and Danielson 
[1983] 2 NSWLR 733 at 763). Likewise, even where such 
evidence has been rejected as not satisfying the requirements 
for admissibility at one time, that may change. Subsequent 
theoretical or practical scientific developments may later 
lead to a conclusion that in light of the more developed state 
of the particular field of expertise it may meet the 
requirements for admissibility.  

Later the same court went on to say: the party offering the 
novel scientific evidence has the burden of demonstrating that 
it has been accepted as reliable among impartial and 
disinterested experts within the scientific field (emphasis 
added). This means that the proposed fog-based POstmarket 
SurveilanCe Of DEvices (POStCODE) middleware needs to 
be not only reliable, consistently fit for purpose, but has been 
independently tested and shown to be so. For the purposes of 
this paper the ‘subsequent testing’ is not needed at this point 
in time but the fact that this may be a requirement for any 
later use in court proceedings needs to be kept in mind 
opening up future research options the authors are pursuing. 
In essence, can what is proposed be replicated and 
independently tested?  

C. Shared Risks among HIS Stakeholders  
In modern day practice, health enterprises host 

Information Technology services in-house which consumes 
60% of the resources of the organization [59]. Firstly, while 
outsourcing the IT infrastructure, the health organizations do 
outsource the infrastructure but the risks are not outsourced. 
These risks in-turn recoil back to the health enterprises in the 
form of security incidents. Secondly, since the health 
enterprises are large organizations with a considerable 
number of stakeholders the IT borne risks are not shared by 
the partners which puts health enterprises under considerable 
scrutiny. Thirdly, the HIS are evolving fast and it is logical to 
seek technological solutions that champion security over 
adaptability. Considering the enumerations mentioned above, 
the MDs that are somewhat standouts in HIS are closely 
monitored by the manufacturers which reduces some of the 
workload of HIS security engineers. As we discussed above, 
for different cloud models that are used in the HIS, the 
POStCODE provides a corridor for the information 
technology components that are used in this HIS and 
delegates their security to their vendors who: 1-monitor their 
activities, 2- updating and patching components, 3- backup 
and restore the firmware, 4- replacing and tracking the MDs. 
The current practice of using the Unique Identifiers (UID) [9] 
(Sorenson C and in Perspective. Milbank Q. 2014;92(1):114–
50 2014) is also outdated by the introduction of the 
POStCODE.  

VI. CONCLUSION  
In this research we propose POstmarket SurveillanCe Of 

DEvices (POStCODE) middleware so that the secure tracking 
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and governance of the medical devices is performed in a cost 
effective way. The POStCODE middleware provides the 
operational details (excluding the private data of patient) of 
the devices directly to the manufacturers. This way, the 
manufacturers will be able to closely monitor the functioning 
of their medical devices, bring up-gradation and build 
countermeasures of the vulnerabilities, adopt new technology 
through device performance analytics, etc. by virtue of this 
data available to them.  
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Abstract—The Cognitive Radio can be considered as a mandatory 
part of the Internet of Things applications. It helps to solve the 
sacristy issues in the frequency bands of the wireless network 
component of the technology. However, the security problem is the 
primary challenge that needs to be carefully mitigated. 
Specifically, defending the Cognitive Radio mechanism against the 
jamming attacks. The aim this research paper is to investigate and 
provide a reliable and adaptive Cognitive Radio protection 
methods against the jamming attacks. Thus, improving the 
performance of the wireless network of IoT technology, enhancing 
the bandwidth and solving the issue of the sacristy of the frequency 
bands. The mentioned objectives will be accomplished by the aid 
of the game theory which is modelled as an anti-jamming game 
and by adapting the multi-arm bandit (MAB) policies. However, 
to solve the sacristy issue in the frequency band spectrum of the 
cognitive radio, some MAB policies were adapted such as Upper 
Confidence Bound (UCB), Thompson Sampling and Kullback-
Leibler Upper Confidence Bound (KL-UCB). The results show 
some improvements and enhancements to the sacristy problem in 
the frequency band spectrum. To conclude, the Thompson 
Sampling MAB policy was the best to be adapted for solving the 
problem, as it resulted with lowest regrets and highest rewards 
compared to the other MAB policies. 
 
Keywords— IOT; Cognitive Radio; Jamming Attacks; Multiarmed 
Bandit     

I.  INTRODUCTION 
 
The Internet of Things (IoT) presents a new technology that is 
used to connect various heterogeneous devices (Things, nodes 
or smart objects). All these devices when deployed are 
interconnected, monitored and controlled in often dynamic and 
predominately wireless environment using smart radio installed 
on each node.    According to some researchers and forecasts, 
by the year 2020, there will be more than 50 billion devices and 
items connected and communicating with each other (Rawat, 
Singh & Bonnin 2016). The idea behind the IoT has attracted 
the attention of researchers and people around the world. Many 
predict that everything would be connected to the Internet, 
which as a result can make human lives much easier. Also, the 
adoption of the Machine-to-Machine (M2M) technology that 
can connect various devices and objects has a great potential in 
helping to broaden the concept of IoT (Staff 2017).  
There are a range of models, concepts, hardware, computational 
solutions and protocols that are being used to develop and make 
the IoT technology more secure, efficient and reliable. Thus, 

many challenges can appear during the design and development 
of IoT technology, due to the introduction of new network 
architecture models and constraints imposed by limited radio 
resources (frequency spectrum sharing) available. These 
various challenges the IoT technology is facing need to be 
addressed and solved. The primary challenge is the sacristy in 
the frequency band spectrum, as the frequency bands can be 
used by different applications and protocols concurrently. Most, 
if not all, and technologies are somehow destine to follow the 
Cognitive Radio cycle which senses the environment 
parameters and performs decisions according to the collected 
data (Wang et al. 2015). The main objective of Cognitive Radio 
(CR) concept originally developed by Mitola & Maguire (1999) 
is to help in solving the sacristy problems of the frequency band 
spectrum, by choosing the best channel among many available. 
Another aim of the CR is to help in allowing the secondary users 
of the unlicensed bands to access the unused frequency of the 
licensed band spectrum. This will assist in solving the sacristy 
issues and provide a seamless Cognitive Radio. Furthermore, 
the Cognitive Radio enhance the spectrum efficiency by 
avoiding the collisions and system wastage. According to 
(Rawat, Singh & Bonnin 2016), the cognitive radios developed 
over the years, and are distributed into three major parts which 
are the Software Defined Radio (SDR), Cognitive Radio and 
Cognitive Networks. However, the Cognitive Radio can decide 
by gathering the data about the frequencies environment, and 
by previous experience. The Cognitive Radio collects the 
information by sensing the neighbours and adapt the collected 
information of the parameters to sense the network. The 
Cognitive Radio includes two types of users, which are the 
primary and secondary users. The primary users access the 
licenced frequency band, while the secondary users of the 
unlicensed band try to access the unused frequency band of the 
primary users by the aid of the cognitive radio. On the other 
hand, when the primary user becomes active, the Cognitive 
Radio feels this change and try to find another available 
frequency band. This type of radio is considered as an 
intelligent system that can adapt itself and provides a reliable 
connection to the user.  

Performing in-depth research on the design and the 
architecture of the Cognitive Radio helped in enhancing and 
developing the cognitive radio. Akyildiz et al. (2008); 
Fragkiadakis, Tragos & Askoxylakis (2013); Wang, Wu & Liu 
(2010) presented the recent developments and the architecture 
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design of the cognitive radios. Akyildiz et al. (2008); Wang, Wu 
& Liu (2010)focused on the issues of the spectrum management 
and how to enhance these problems. While (Fragkiadakis, 
Tragos & Askoxylakis 2013) focused on security threats and 
the challenges that may alter the cognitive radios.   
     The jamming and anti-jamming types in the wireless 
networks were presented by Çakiroǧlu & Özcerit (2008); 
Grover, Lim & Yang (2014); Lazos & Krunz (2011); Wang & 
Wyglinski (2011), and discussed in detail the detection and the 
countermeasures. The ability for defending against the jamming 
attacks need to be reviewed more and more. However, Bahl, 
Chandra & Dunagan (2004); Sampath et al. (2008) presented 
the impact of the cognitive radios based on the jamming attacks. 
The research is based on the multi-channel hopping in the 
wireless networks and what will be the impact after performing 
the channel hopping. 
 
     Improving the performance of the cognitive radios in the 
wireless networks depends on many factors. One of these 
factors is to provide secure Cognitive Radio against the 
attackers. However, many attacks can degrade the performance 
of the cognitive radios. Specifically, this research focuses on 
the jamming attacks, which occurs in the physical layer. 
Theoretically, many researchers proposed different approaches 
for enhancing the security of the cognitive radios against the 
jamming attacks. Thus, improving the throughput and reducing 
the delay. These approaches are based on the anti-jamming 
games theory, which will be discussed in this section. 

     The Jamming attacks have enticed (Chen et al. 2013) to help 
in finding a solution for securing the cognitive radios. The 
authors proposed jamming strategy that is based on the Markov 
decision process. The mentioned strategy helps in bypassing the 
jamming attacks that is initiated by the foreign attackers and 
thus magnifying the payoff function. First, the author uses a 
policy iteration technique to find the solution for the problem. 
However, the complexity of this technique obstructed the work 
of the authors. Thus, they used the Q-function as an alternative 
solution to avoid the complexity of the policy iteration 
technique. Also, they presented an algorithm that assists in 
finding a solution for the Q-function. The result of this approach 
proved that the mentioned technique helped in producing better 
results than the existing approaches. 

     Securing the cognitive radios against the jamming attacks is 
considered as the main aim for (Dabcevic et al. 2014; Li & Han 
2009; Niyato, Hossain & Han 2009; Wu et al. 2012). The 
authors of the research papers proposed a defence strategy 
against the jamming attacks with the aid of the Markov decision 
process. At first, Niyato, Hossain & Han (2009); Wu et al. 
(2012) studied the set of circumstances where the secondary 
users can access one channel at a time and investigated the 
relationship between the attackers and the secondary users. 
Also, they expand the scheme where the SU’s can use all the 
available channels at the same time and reformulate the anti-
jamming game with unplanned and irregular power allocation 

as the defensive approach. Finally, they used the Nash 
equilibrium to help in reducing the worst-case worsening. 
While (Li & Han 2009), they presented a dogfight technique in 
the one-stage study and the multi-stage study. For the one-stage 
study, it is represented as a zero-sum game, and the approach of 
the Nash equilibrium is achieved. While the multi-stage study, 
it is represented as a stochastic game with limited 
considerations and fault monitoring. The game is examined by 
adjusting the strategy of the SU and finding the preferable 
approach of the attacker with the aid of partially observable 
Markov decision process (POMDP). On the other hand, 
Dabcevic et al. (2014) reinforce the preliminary concepts and 
sub-edit a game which takes into consideration both the channel 
hopping and the power allocation, as a security technique 
against the external attackers. However, Dabcevic et al. (2014); 
Li & Han (2009) subedited the game as a zero-sum game. 
 
     Wang, Ghosh & Challapali (2011); Zhu & Cao (2010) 
proposed a Stochastic game model that is based on the Markov 
process. This model helps in reviewing and monitoring the 
strategies of the external attackers and the SU’s in the jamming 
and the anti-jamming scheme. Besides, Zhu & Cao (2010) used 
three agents in their model (SU’s, Primary User and jammers). 
The result of the research paper shows that the SU’s can 
improve the defence level against the external attacks or 
increase their long-term payoffs, this can be done by enhancing 
their sensing performance and mystifying the jammer. While 
(Wang, Ghosh & Challapali 2011) proposed a technique that 
can adopt the dynamic spectrum allocation and channel quality. 

 
     The main aim of this research paper is to provide a secure 
and flexible Cognitive Radio by protecting it against the 
jamming attack. Thus, improving the performance of the 
wireless network technology, enhancing the bandwidth and 
solving the issue of the sacristy of the frequency bands. The 
mentioned objectives will be accomplished by the aid of the 
game theory which is modelled as an anti-jamming game, and 
by adapting the MAB policies. However, the main question to 
be answered in is how to provide a seamless wireless network 
application, and to solve sacristy issue in the frequency band 
spectrum of the cognitive radio. With the aid of state of the art, 
different essential points have been discovered. These helped in 
focusing on the main issue of the cognitive radio, and try to fill 
the gap by solving the sacristy problem of frequency band 
spectrum. However, in section 2 the policies used for solving 
the sacristy problem will be discussed, which include the UCB, 
Thompson Sampling and KLUCB. The results and discussion 
of the research are presented in section 3. Finally, the 
conclusion is proposed in section 4 to summarize all the 
outcomes and objectives of the project 
 
     In this section, the three primary MAB policies will be 
identified and described in detail. A pseudo-code that defines 
each policy will be presented as well.  MAB policies are 
considered as a solution for the spectrum sensing and accessing 
problem, which is represented as exploration and exploitation 
dilemma. The mentioned problem is defined as gambler have a 
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different number of slot machines, and is trying to decide which 
slot machine to play with, how many times to play on that 
machine, and the order of play on the machines. 
 
Number of slot machines or arms = Number of armed bandits 
 
The MAB means that the use of several arms is required. Draw 
the result of one arm, and then scrutinise and monitor a sample 
from a distribution ⱱ, with mean ߩୟ. To find the best arm from 
different number of arms ܭ,  refer to formula 1 and 2 below.  
 
                               a∗ =  ୟ                                       (1)ߩୟݔܽ݉݃ݎܽ
∗ߩ                                =  ୟ                                            (2)ߩୟݔܽ݉
 
The main idea behind the Regret is that, if the gambler knew 
earlier what will be the best arm, then the gambler will only 
play with same arm all the time to increase the chances of 
winning and maximizing the rewards. On the other hand, the 
unavailability of the required information will affect the 
gambler by unavoidable loss due to suboptimal pulls. Equation 
3 shows the how the regret is calculated. 

A. Upper Confidence Bound (UCB) 
In the beginning, the random bandit problem where identified 
by Robbins (1985). The bandit problem is a trade-off between 
exploration and exploitation, where there are a different number 
of trials out of different options. For the selected option, the 
rewards are assembled. While for the other options, the rewards 
are not unveiled. The main aim of the algorithm is to maximise 
the total rewards and decrease the regrets. 
 
A new approach was proposed by (Auer, Cesa-Bianchi & 
Fischer 2002), which includes an uncomplicated solution for  

 
the Multi-Arm Bandit problem. It involves performing 
arithmetic calculations of the Upper Confidence Bound 
indexes, which acquired much awareness from the researchers 
of machine learning. However, the type of algorithms that relies 
on the UCB has been shown to perform flawlessly on the 
complicated problems. The UCB algorithm pseudo-code is 
presented in Algorithm 1 below. 
 
Algorithm 1 (UCB) pseudo-code (Gwon, Dastangoo & Kung 

2013) 

 

B. Thompson Sampling 
The Thompson Sampling which was first proposed by 
Thompson (1933), and it is used to solve the multiarmed bandit 
problem. However, many researchers ignored it, and especially 
the artificial intelligence community. Recently, the Thompson 
Sampling has been widely utilized in different online problems. 
Also, it is used in solving the jamming problem in the cognitive 
radios. The Algorithm assumes that for each arm reward is 
generated from some variable distribution ݒ (Korda, 
Kaufmann & Munos 2013).  
 
Then, the overall structure of the algorithm is as follows: 

• For every arm, start with a prior belief on variables of 
the distribution. 

• On making observations from an arm, update to 
posterior belief. 

• At time t, play every arm with its posterior probability 
of being the most desired arm. 

 
Algorithm 2 (Thompson Sampling) pseudo-code    (Gwon, 
Dastangoo & Kung 2013) 
 

  
Algorithm 3 (KLUCB) pseudo-code (Gwon, Dastangoo & 
Kung 2013) 
 

 

 
    ்ܴ = ∗ߩܶ − ॱ[∑ ܺ௧௧்ୀଵ ]         

(3) 

while t < 1 
Same as that of Algorithm 1 

end  
while t ≥ 1 

Compute point estimate = μ = ܴ௧/ ܶ௧ ∀݅  
Compute index ݃ =  μ + ටߙ log ௧் ∀݅ 
Access channel ݅∗ =   ݃ݔܽ݉݃ݎܽ
Update ܴ∗௧  and ܶ∗௧    

end 

Require: d = {x, a, r} for context x, action a, reward r, 
estimator (݀|ߠ)  ∝ ,ݔ|ݎ) ܽ,  parameterized by (ߠ)(ߠ
θ 
while t ≥ 1  

Acquire ݔ௧  
Draw ߠ௧ ∼   (ߠ) 
Choose ܽ௧ ݏݏ݁ܿܿܽ ݐ ݅∗ =arg ݔܽ݉  ॱ[ݎ௧|ݔ௧,    [௧ߠ
Observe actual ݎ௧ 
Update  ݀ = ݀ ∪ ሼݔ௧, ܽ௧,   ௧ሽݎ
Update (ߠ) =  (݀|ߠ)

end

While t < 1 
        Access each channel at least once 
௧ܴ ݀ݎܴܿ݁         =  ∑ ௧ୀଵݎ ܽ݊݀ ܶ௧ ݂ݕݎ݁ݒ݁ ݎ ܿℎ݈ܽ݊݊݁ ݅   
End 
 
While t ≥ 1 
       Compute ߤ = ோ் ொܥ ݁ݐܽ݀݅݀݊ܽܥ ܧܲܯ ݀݊݅ܨ    ݅∀ = ݅ ∗ .ݏ .ݐ ∗ߤ = ݔܽ݉    ߤ
ோோܥ ݁ݐܽ݀݅݀݊ܽܥ ܴܴ ݀݊݅ܨ       = (ܰ ݀݉ ݐ) + 1 
 
         If  ܦ(ோ ||ொ ) > ݐ) ݈݃ − 1)/ ܶೃೃ௧ ಾುಶ௧ݎ ݁ݒݎ݁ݏܾ ݀݊ܽ ொܥ ݏݏ݁ܿܿܣ                            ொ௧ܴ ݁ݐܷܽ݀                              ெܶா௧ ݁ݒݎ݁ݏܾ ݀݊ܽ ொܥ   
          Else                      ܥ ݏݏ݁ܿܿܣோோ ܽ݊݀ ݎ ݁ݒݎ݁ݏܾೃೃ௧ ௧ܴ ݁ݐܷܽ݀                         

 End 
End 
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C. Kullback-Leibler Upper Confidence Bound (KLUCB)  
The KLUCB is based on the idea of gambling. By using a 
different number of gamblers for a specific time to play on 
various arms. After that, check choose the gambler with the 
optimal Maximum point estimate (MPE) (Lai & Robbins 
1985). 

II. RESULTS AND DISCUSSION 
Different analysis and scenarios were performed to find the 
ideal technique of solving the sacristy issue of the frequency 
band spectrum in a wireless network application. These 
techniques were based on the anti-jamming game theory and the 
adaption of the multiarmed bandit policies to solve the sacristy 
problem. However, three scenarios were applied to the three 
primary policies of the MAB to enhance them, and find the best 
policy to be used. Specifically, to obtain the best result, the total 
rewards should be maximised, and the number of regrets should 
be minimised. This will help in finding the best arm to be used 
and solve the sacristy problem of the frequency band spectrum. 
The mentioned scenarios will be discussed in this section by 
showing some results and comparing the MAB policies. All the 
results in this section were simulated by MATLAB software. 
 

A. Scenario #1 
The first scenario is based on the Bernoulli Bandits which helps 
in finding the best arm to be used. Some random results were 
captured from a simulation of the first scenario. Figure (()) 
shows the results of the MAB policies after applying the first 
scenario.  

As provided in figure 1, the three policies were enhanced after 
applying the changes on them. The noise decreased, and the 
number of regrets is low. However, the main issue is the 
significant difference between the lines. 

 

Figure 1: Results of MAB policies in Scenario #1 

 

Figure 2: Results of MAB policies in Scenario #2 

To obtain better results, the lines supposed to be near to 
each other, and in a straight line. However, by comparing the 
three policies in the first scenario, the best policy to be followed 
is the Thompson sampling. It is the only policy that shows 
approximate a straight line compared to the other policies. 

B. Scenario #2 
The second scenario is based on the Bounded Exponential 

Rewards which helps in increasing the number of rewards and 
decrease the number of regrets. Some random results were 
captured from a simulation of the second scenario. Figure 2 
shows the results of the MAB policies after applying the second 
scenario. By following the second scenario changes, the noise 
was decrease compared to the first scenario. Also, the lines 
become much nearer to each other, and the straight lines are 
now much clearer than the first scenario. However, the 
Thompson sampling in the second scenario is the best policy to 
be used, as it resulted in the lowest number of regrets. 

 

 
Figure 3: Results of MAB policies in Scenario #3 
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C. Scenario #3 
The third scenario is based on the Bounded Poisson Rewards 
which plays a mandatory part in increasing the number of 
rewards and minimise the number of regrets. Some random 
results were captured from a simulation of the third scenario. 
Figure 3 shows the results of the MAB policies after applying 
the third scenario.  

By following the third scenario changes, the noise 
decreased much more compared to the first and second 
scenario. Also, the lines became more attached to each other, 
and are nearly looking like a straight line. The number of regrets 
in the Thompson Sampling is lower than the other two policies 
and concludes that it is the best policy that can be adapted.  

 
This analysis helped in planning about which policy to be 

adapted after providing different scenarios and applying 
changes to these three scenarios. The comparison between the 
three policies resulted in choosing the Thompson Sampling as 
the best policy to be adopted. This decision is made after finding 
that the Thompson Sampling will provide with the lowest 
number of regrets and the highest number of rewards. Also, the 
analysis shows that the Thompson Sampling will have the 
lowest noise compared to other two policies. To conclude, the 
Thompson Sampling is chosen as the best policy to adopt. Thus, 
it will help in finding the best frequency band spectrum to 
provide a secure Cognitive Radio by protecting it against the 
jamming attack and solve the sacristy issue in the frequency 
band spectrum. Also, it improves the performance of the 
wireless network technology and enhances the bandwidth of the 
network. 

III. CONCLUSION 
 

The recent developments of the IoT demonstrate that the 
technology is increasingly becoming a part of our lives. Every 
item and device around us will be connected to the internet, and 
these will be controlled by small sensors and actutaors  forming 
a network of interconnected smart devices (objects). A serious 
challenge arises after deploying this technology, which is the 
sacristy in the frequency band spectrum. The use of the 
Cognitive Radio technology is considered a suitable solution for 
this problem as it allows the secondary users to have access the 
unused frequency bands spectrum of the primary users. At the 
same time, the Cognitive Radios can be affected by the 
jamming attacks, which in turn can be defended or mittigated 
by adapting the MAB policies based on the anti-jamming game 
theory. It is suggested that the study of the adaptation of the 
MAB policies can help to solve the sacristy issues of the 
frequency band spectrum, as well as, enhance the performance, 
and reduce the bandwidth limitations of the shared wireless 
environment.  
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Abstract—This paper proposes a detection scheme of a self-
ish node in a wireless body area network (WBAN) utilizing
CSMA/CA (Carrier Sense Multiple Access / Collision Avoidance)
defined in IEEE 802.15.6. In the Internet of Things (IoT) era, the
existence of a selfish node giving disadvantage to the network by
acting selfishly is a problem. Especially, its influence is large in a
WBAN dealing with medical and healthcare information. Hence,
we proposed a detection method of such a node. Specifically, we
focused on an illegal act of arbitrarily changing parameters of
CSMA/CA in IEEE 802.15.6. In the proposed method, the illegal
act was detected using measured values of back-off time. As a
result of computer simulations, it was found that the detection
effect can be enhanced by selecting the ratio of measured values
according to the assumed illegal act and environment.

Index Terms—WBAN, IEEE802.15.6, CSMA/CA, Selfish node,
Detection scheme

I. INTRODUCTION

Recently, various wireless devices have been developed

with the development of wireless communication technology.

Wireless body area network (WBAN) is one of them. A

WBAN is constructed by a plurality of nodes arranged inside

and outside the body and a hub for collecting data acquired

from them. With the characteristic, it is expected to be widely

used in medical and healthcare applications .

In Feb. 2012, IEEE 802.15.6 which is one of the standards

of WBAN was issued . In IEEE 802.15.6, CSMA/CA

(Carrier Sense Multiple Access / Collision Avoidance) and

Slotted Aloha can be used as a random access protocol in

the media access control layer (MAC). In this study, we

focused on the CSMA/CA protocol. This method is also

used in common systems such as a wireless local area

network (WLAN).

Identify applicable funding agency here. If none, delete this.

In the WLAN environment, the existence of a selfish node is

a big problem. A selfish node attempts to increase transmission

opportunities by changing various parameters on its own. An

example of parameter change by a selfish node is to change the

value of CW (Contention Window) used for back off control in

CSMA / CA. Since CSMA/CA is also used in a WBAN, such a

selfish node is likely to occur even in a WBAN. Hence, it is

necessary to detect it in order for the WBAN to work properly.

In this research, we proposed a scheme of detecting a selfish

node changing the value of CW on its own in WBAN using

CSMA/CA based on IEEE 802.15.6. As a computer simula-

tion, our proposed scheme had a good detection performance

by adjusting the distribution of the measurement value with

respect to the back-off time.

II. RELATED DESCRIPTION AND CONVENTIONAL SCHEME

A. CSMA/CA in IEEE 802.15.6

In order to prevent collision of data frames, CSMA / CA

waits for time slots randomly determined from a predeter-

mined CW (hereinafter referred to as back-off time), and then

attempts transmission. Unlike IEEE 802.11 based CSMA/CA,

that in IEEE 802.15.6 has only SIFS (Short Inter Frame Space)

as IFS. In addition, eight levels of user priority (UP) from 0

to 7 can be set for handling data in IEEE 802.15.6. In the case

of using CSMA/CA, CWmin is smaller as higher UP data to

transmit with priority . Here, CWmin is the initial value of

CW.

B. Conventional detection scheme of selfish node

Many researches have been made on detection schemes of

selfish nodes in WLAN using CSMA/CA. As a main research,
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there is a method of measuring the back-off time for a certain

period of time , and then using a threshold value for the

collected measured value to judge whether it is a selfish node

or not. For example, DOMINO [13], CTL [14], a scheme using

the retry bit [15] and so on are mentioned.

III. SYSTEM MODEL AND PROPOSED METHOD

In this research, we assumed that one hub and multiple

nodes handle data with a certain priority. It was assumed that

a node always held a data frame. A hub measures the back-

off time for each node for a certain period. If the average of

the measured value falls below a preset threshold value, it is

determined that the node is a selfish node. In addition, the

threshold is set so as to achieve a desired false detection rate

based on the known measurement value distribution assumed

for the normal node and the central limit theorem [14].

In the measurement of the back-off time, a hub measures

the back-off time subtracted between successful transmission

frames for each node. The measurement values used for detec-

tion in the proposed method are classified into the following

two types.

1) Measurement value in the case of not receiving a re-

transmission frame

2) Measurement value in case of that the number of col-

lisions is 2 or less when receiving the retransmission

frame

Using these two measured values, it is judged whether it is a

selfish node. When it is determined that either one is a selfish

node, it is determined that the node is a selfish one.

In the case of 1., the assumed distribution of the mea-

surement value is a uniform distribution of [1, CWmin]

CSMA/CA in IEEE 802.15.6 doubles the value of CW when

an even number of collisions of data frames occurs. Hence,

the assumed distribution of the measured value of the back-off

time when one collision occurs is [1, CWmin] + [1, CWmin].

Then, when collision occurs twice, it is [1, CWmin] + [1,

CWmin] + [1, 2CWmin]. These distributions are added at a

fixed ratio to obtain the distribution of measurement value of

a normal node.

The threshold used for selfish node detection is given by

the following equation:

threshold = m− Kσ√
n
. (1)

Here, m is the expected value assumed from the distribution

of measurement value of a normal node. σ is a standard

deviation assumed from the distribution of the normal node,

K is a constant based on a desired false detection rate, n
is the number of measurement values obtained within the

measurement period. K is determined using a standard normal

distribution table so as to obtain a desired false alarm rate.

Regarding the desired false alarm rate, there are two ranges

to use as measured values in the proposed method. That is,

after setting the desired false alarm rate, the false detection

rate used in each range of measurement value is determined

based on the desired one. Here, it is assumed that the desired

Fig. 1. Range and distribution of measurement values at retransmission in
the case of UP2.

Fig. 2. Fig. 2. Range and distribution of measurement values at retransmission
in the case of UP5.

false alarm rate is PFA, and the false detection rates utilizing

in each range of measurement value are P0 and P1. Each

relationship is expressed by the following equation:

P0 = P1 = 1−
√
1− PFA. (2)

IV. PERFORMANCE EVALUATION

A. Computer simulation parameters

In this computer simulation, we evaluated the proposed

scheme assuming one selfish node. Also, it was assumed that

there was only one UP. Specifically, the case of UP 2 and UP

5 was assumed. In addition, measurements were made on the

case where the measured value distributions of the back-off

time of one and two collisions were added at a ratio of 1: 1,

1: 2 and 2: 1. Fig. 1 and Fig. 2 show the measurement value

distribution of the normal node when the number of collisions

is 2 or less.

The illegal acts assumed this time are as follows:

Case 1 Halve CWmin at collision.

Case 2 Do not increase CW at even collision.

Case 3 Halve CWmin at even collision.
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TABLE I
CHANGES IN CW VALUES IN EACH ILLEGAL ACT

illegal act UP CWmin 2nd collision 4th collision
Normal 2 8 16 32 = CWmax

nodes 5 4 8 = CWmax 8
To halve the value 2 4 8 16

of CWmin 5 2 4 8
Do not increase 2 8 8 8

CW value 5 4 4 4
Reduce CWmin 2 8 4 2

value by half 5 4 2 1

Fig. 3. Simulation result for case 1 (UP2)

Fig. 4. Simulation result for case 1 (UP5)

Changes in CW values in each illegal act are shown in Table I.

The rate at which a selfish node is detected correctly (Positive

detection rate, Pd) and the rate at which a normal node is

erroneously detected (False alarm rate, Fd) were used as an

evaluation index.

B. Numerical result

1) Case 1: Fig. 3 and Fig. 4 show simulation results for

illegal act in the case of halving halve the value of CWmin.

From Fig. 3, it can be seen that in the case of UP 2,

substantially the same result was obtained in any ratio of

usage measurement values. Since the Pd of 90% or more was

obtained when the number of nodes was 8 or less, it can be

seen that the proposed method detected a illegal act in the case

of UP2. Also, with regard to the Fd, since the desired value

and the measured values in all cases are almost the same, it can

be considered that the assumed measurement value distribution

Fig. 5. Simulation results for case 2 (UP2)

Fig. 6. Simulation results for case 2 (UP5)

of the normal node was correct. The reason why there was not

much difference in Fd at all ratios is because it was possible

to judge whether it was illegal or not based on the measured

value at the time of receiving the non-retransmission frame.

As can be seen from Fig. 4, almost the same result was

obtained in UP 5 irrespective of the ratio of the measured value

at the time of receiving the retransmission frame. However, in

case of UP 5, unlike UP 2, the Pd of 90% can only be achieved

when the number of nodes is 4 or less. In addition, it can be

seen that the Fd was larger than 5% while the number of nodes

is small. For these reasons, in the case of UP 5, the backoff

time that each node can take is smaller than that of the case

of UP 2. It is considered that the back-off time of the normal

node become almost the same as that of the selfish node.

2) Case 2: Fig. 5 and Fig. 6 show the simulation results

in the case that CW was not doubled at the even number of

collisions.

From Fig. 5, the highest Pd was obtained when the mea-

sured value ratio was 1:2. On the other band, the Fd became

the lowest when the ratio was 2:1. The reason is that since CW

does not change in this case, it is not possible to judge a selfish

node by the measured value at the time of receiving a non-

retransmission frame. In addition, even in the measurement

value at the time of receiving the retransmission frame, only

when the collision occurs twice and the CW increases, it can

be judged whether it is illegal or not.

From Fig. 6, in case of UP 5, the case that the ratio was

1: 2 had the highest Pd and Fd, whereas that of the ratio of
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Fig. 7. Simulation results for case 3 (UP2)

Fig. 8. Simulation results for case 3 (UP5)

2: 1 had the lowest Pd and Fd. This is because, CWmin and

CWmax of UP 5 are smaller than those in UP 2. Hence, it

was difficult to detect an illegal behavior.

3) Case 3: Fig. 7 and Fig. 8 show the simulation results

in the case that CWmin is halved when an even number of

collisions occur.

From Fig. 7, it can be seen that very high Pd was obtained

in all cases, and the Fd was nearly 5% in the case of UP

2. The reason is that the assumed illegal act would reduce

CWmin. In other words, it is considered that it was easier to

judge whether it was a selfish node or not, since the difference

in CW when collision occurred twice in the normal node and

the selfish node became large.

From Fig. 8, in the case of UP 5, the Pd of 90% was

obtained when the number of nodes was up to 7 for the ratio

of 1:2. On the other hand, or the ratio of 2:1, the Pd of 90%

was obtained only when the number of nodes was 5 or less.

The reason is that collision is likely to occur because the CW

is smaller than that of UP 2. That is, in an environment with

a large number of nodes, it can be considered that it was

impossible to distinguish between a selfish node and a normal

node since collisions frequently occurred.

V. CONCLUSION

In this research, we have proposed and evaluated a detection

method of a selfish node that illegally changed CW in a

WBAN applying IEEE 802.15.6. As a result of computer simu-

lations, the Pd became high when the ratio of the measurement

value at the first collision and the second collision was 1: 2,

and the Fd became low when the rate was 2: 1. It was also

found that the Pd decreased with the increase in the number

of nodes. These results indicate that it is important to properly

select the ratio of measured values according to the assumed

illegal act and environment. As for the future work, we will

evaluate the influence on a WBAN due to the existence of

selfish nodes. In addition, we will also devise a method of

removing detected selfish nodes.
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Abstract— A self-powered wireless urinary-incontinence 

sensor system composed of a wireless sensor and a receiver has 

been developed that detects the amount of urine and the time for 

a diaper change. The wireless urinary-incontinence sensor, which 

consists of a urine-activated battery, an intermittent power-

supply circuit with a storage capacitor, and a wireless transmitter, 

makes it possible to detect the number of urinations and the 

amount of urine from the spacing between the output signals. 

The urine-activated battery, which consists of two long flexible 

electrodes embedded in a diaper and placed under a piece of 

absorbent material with a trench structure, makes fast detection 

of less than 10 minutes possible. A prototype urinary-

incontinence sensor system detected the amount of urine in a 

diaper from the spacing between the sensing signals with a 

resolution of 100 cm3 and detected the time for a diaper change 7 

minutes after urinations. 

Keywords— urine-incontinence sensor; self-powered operation; 

wireless sensor; urine-activated battery; diaper change 

I. INTRODUCTION 

Urinary incontinence is a problem that diminishes the 
quality of life not only of the person with the problem but also 
of a caregiver. The caregiver needs to change the diaper of an 
elderly person who requires nursing care every time an incident 
occurs. The medical treatment of urinary incontinence in 
elderly people who suffer from cognitive impairment or are 
bedridden requires the measurement of the number of incidents 
of incontinence per day and the amount of urine per incident 
[1]. However, due to the lack of nurses, it is difficult for these 
measurements to be made. Furthermore, even if a nurse is 
available, the frequent checks of patients’ private parts can be 
an affront to their dignity. A wireless urinary-incontinence 
sensor automatically detects incontinence and informs a nurse. 
It eliminates unnecessary checking and allows a nurse to check 
and replace a patient’s diaper only when the need arises. This 
reduces the workload of nurses and helps patients maintain 
their dignity.  

We previously developed a self-powered wireless urinary-
incontinence sensor system with a urine-activated battery [2]. 
The wireless sensor consists of a urine-activated battery, an 
intermittent-power-supply circuit with a storage capacitor, and 

a wireless transmitter. When incontinence occurs, the sensor 
transmits ID signals intermittently, and the receiver receives 
the data and generates a notification signal, which becomes a 
sensing signal of incontinence. The sensor therefore provides 
continuous monitoring and the sensing signal makes a 
caregiver aware of each incident. However, it does not indicate 
when a diaper needs to be changed. To detect this, it is 
necessary to record the number of incidents and the amount of 
urine per incident. We also developed a self-powered wireless 
urinary-incontinence sensor system that is used for infant 
diapers and detects when a diaper needs to be changed from the 
spacing between the sensing signals [3]. However, the sensor 
needs one hour to detect the amount of urine and many 
experiments are required to determine the time for diaper 
change. This is because the time varies when the number of 
urinations and the volume of each differ even if the total 
amount of urine in the diaper is the same.  

This paper describes a self-powered wireless sensor system 
with a nursing care diaper function that detects both the amount 
of urine per incident and the time for diaper change in less than 
10 minutes. The system’s urine-activated battery consists of 
two long flexible electrodes, one of activated carbon and the 
other of aluminum, and they are placed under a piece of 
absorbent material with a trench structure [4] in a diaper. The 
battery performs fast detection. A sensor in the diaper enables 
the time for a diaper change to be determined merely through 
simple experiments. We will first describe the structure of the 
urine-activated battery and its electrical characteristics. Next, 
the transmission capabilities of intermittent operation for the 
wireless sensor with the urine-activated battery are explained. 
Finally, we explain how the number of incidents, the amount of 
urine per incident, and the time for a diaper change are detected 
from the spacing between sensing signals. 

II. RELATIONSHIP BETWEEN STRUCTURE OF DIAPER AND 

SPREAD OF URINE IN DIAPER 

Figure 1 shows the structure of a piece of absorbent 
material with a trench [4] embedded in a nursing care diaper. 
When incontinence occurs, the urine flows along the trench 
toward the buttocks-side. The trench makes it possible to 
spread urine in the diaper quickly and evenly. 
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Fig. 1. Structure of absorbent material with trench embedded in diaper. 

The spread length of urine in a disposable diaper for 
nursing care was investigated (Fig. 2). A unit volume of 
artificial urine (200 cm3) was repeatedly poured onto a diaper 
until the total amount reached 600 cm3 (Fig. 2a). The spread 
length of artificial urine toward the buttocks-side from the 
pouring point became longer. However, there was almost no 
change in the spread length toward the other direction. This is 
because the absorbent material has a trench toward the 
buttocks-side from the pouring point. The spread length (L) of 
artificial urine from the pouring point was measured. A unit 
volume of artificial urine (100 cm3, 200 cm3, 300 cm3, 400 
cm3) was repeatedly poured onto a diaper until the total amount 
reached 600 cm3. The graph (Fig. 2b) shows that, as the total 
amount of urine in the diaper increases, the spread length of 
urine becomes longer. 

 

Fig. 2. Dependence of spread length on total amount of urine: (a) 

photographs of evaluated diaper and (b) measured spread length vs. total 

amount of urine. 

III. URINE-ACTIVATED BATTERY THAT DETECTS AMOUNT OF 

URINE IN DIAPER 

 The diaper-shaped urine-activated battery (Fig. 3) in our 
system is composed of two pieces of absorbent materials and 
two long electrodes, all of which are embedded in a diaper. The 
lower piece of absorbent material has two trenches and the 
other has none. The electrodes are placed under the lower piece 
of the absorbent material with trenches (Fig. 3a). One electrode 
is made of activated carbon and the other one is made of Al. 
Both electrodes are 580 mm long and the widths are 10 mm for 
the activated-carbon electrode and 1.8 mm for the Al electrode 
(Fig. 3b). 

 

Fig. 3. Diaper-shaped urine-activated battery: (a) cross section and (b) 

photograph. 

The charging characteristics of the batteries were measured. 
The output load capacitance was 10 mF. As the total amount of 
artificial urine in a diaper increased, the slope of the charging 
curve became steeper (Fig. 4a). The charging curves were the 
same when the total amount of artificial urine in a diaper was 
the same even though the unit volume of artificial urine varied 
(Fig. 4b).  

Figure 5 shows the dependence of charging time of a 
capacitor on the total amount of artificial urine in a diaper. We 
evaluated the charging time until the battery output voltage 
reached 0.6 V. The charging time became shorter as the total 
amount of urine in a diaper increased. The charging time 
depended on the spread length of urine in a diaper. 

 

Fig. 4. Charging characteristics of urine-activated batteries: (a) variation in 

total amount of urine and (b) variation in unit volume of urine. 
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Fig. 5. Dependence of charging time on total amount of urine in diaper. 

IV. EXPERIMENTS 

To verify the effectiveness of our urinary-incontinence 
sensor system, we constructed a prototype system (Fig. 6). The 
system consists of a transmitter with a urine-activated battery 
and a removable sensor unit and a receiver. The sensor unit 

size was 26 mm  25 mm  6 mm (LWH). 

 

Fig. 6. Photograph of self-powered wireless urinary-incontinence sensor 

system with urine-activated battery. 

Figure 7 shows a block diagram of our urinary-incontinence 
sensor system. It consists of a transmitter and a receiver. The 
transmitter consists of a urine-activated battery, a storage 
capacitor, an intermittent-power-supply circuit with a storage 
capacitor, and a wireless transmitter, and sends wireless signals 
intermittently in accordance with the charging time for the 
storage capacitor. The system makes it possible to determine 
the total amount of urine in a diaper from the spacing between 
the received sensing signals at the receiver. 

 

Fig. 7. Block diagram of self-powered wireless urinary-incontinence sensor 

system. 

Figure 8a shows characteristics of received sensing signals 
when 300 cm3 of artificial urine was poured onto a diaper. 
Figure 8b shows characteristics of measured spacing between 

received sensing signals (t). The spacings gradually increased 
after pouring artificial urine onto a diaper. Around 7 minutes 
after pouring artificial urine, the spacings became constant. 
When artificial urine was poured for the second time, the 
spacing became shorter. This means the number of incidents. 

 

Fig. 8. Characteristics of (a) received sensing signals, and (b) spacing 

between received sensing signals. 

Figure 9 shows the method for detecting the calculation 
timing of the average spacing to determine the amount of urine 
in a diaper from spacing between received sensing signals. The 
calculation timing is detected when the result obtained in 
adding the offset time (toffset) to the integrated value of the 
spacing between received sensing signals becomes at least 7 
minutes. This is because the spacing becomes constant around 
7 minutes after pouring artificial urine onto a diaper. Since the 
receiver does not know when urination occurs, the offset time 
is set. When the total amount of urine in a diaper was 100 cm3, 
the spacings between received sensing signals were more than 
60 s and the time between occurrence of urination and the first 
time a sensing signal was received was around 150 s. Therefore, 
if the spacing of the first time is 60 s or more, we judge the 
total amount of urine to be 100 cm3 and set the offset time to 
180 s. When the total amount of urine in a diaper was more 
than 100 cm3, we set the offset time to 65 s. The calculated 
average spacing (t) is given by 
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Fig. 9. Method for calculating timing of average spacing to determine 

amount of urine in diaper from spacing between received sensing signals. 

Figure 10 shows the dependence of calculated average 
spacing on the total amount of urine in a diaper. As the total 
amount of urine in a diaper increases, the calculated average 
spacing becomes shorter. Therefore, the system detects the 
total amount of urine from the spacing. In addition, the amount 
of urine per incident is derived from the total amount of urine 
and the number of incidents. Table 1 shows the correspondence 
between the total amount of urine in a diaper and the spacing 
between received sensing signals. 

 

Fig. 10. Dependence of calculated average spacing on total amount of urine. 

TABLE I.  CORRESPONDENCE BETWEEN TOTAL AMOUNT OF URINE IN 

DIAPER AND SPACING BETWEEN RECEIVED SENSING SIGNALS 

 

Table 2 shows the time required for determining the total 
amount of urine in a diaper after the occurrence of urination. 
Our system and our detection method make it possible to 
determine the amount of urine per incident to a resolution of 
100 cm3, thus corresponding to cases when the diaper needs to 
be changed 7 minutes after the occurrence of urination. 

TABLE II.  TIME REQUIRED FOR DETERMINATION OF TOTAL AMOUNT 

OF URINE IN DIAPER AFTER OCCURRENCE OF URINATION 

 

V. CONCLUSION 

A self-powered wireless urinary-incontinence sensor 
system has been developed that is composed of a wireless 
sensor and a receiver. It determines when a diaper needs to be 
changed from the spacing between the sensing signals in less 
than 10 minutes. The wireless sensor scheme consists of a 
urine-activated battery comprising activated-carbon and 
aluminum electrodes under a piece of absorbent material with a 
trench structure in a diaper, an intermittent-power-supply 
circuit with a storage capacitor, and a wireless transmitter. It 
makes it possible to determine the amount of urine in a diaper 
to a resolution of 100 cm3, and thus when the diaper needs to 
be changed in 7 minutes. The next target of our research is a 
field test on subjects wearing a diaper with an embedded sensor. 
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Abstract— Developing a heart disease detection model using
simple non-laboratory risk factors plays an important role
in preventive care, especially for high risk subjects. The
model allows physicians/epidemiologists to effectively diagnose
a person as having heart disease. In this work, we aim to
develop a non-invasive risk prediction model for automated
heart disease detection that involves age, gender, rest blood
pressure, maximum heart rate, and rest electrocardiography.
We examine four public datasets from 1071 participants who
were referred for a special X-ray of the heart’s arteries (i.e.,
to see if they are narrowed or blocked). The subjects also
undertook a physical examination and three non-invasive tests.
To estimate the heart disease status, we apply a generalized
linear model with regularization paths via coordinate descent.
Even without laboratory-based data (e.g., serum cholesterol,
fasting blood sugar), we observed a prediction accuracy as
high as 72%, compared with 76% of other comprehensive
models. This observation suggests that few non-invasive factors
utilizing recent advances in data analytics can replace the
current practices of heart disease risk assessment.

Index Terms— Heart disease, RBP, RestECG

I. INTRODUCTION

Heart diseases and conditions involving the heart and
blood vessels (i.e., cardiovascular disease, CVD) are the
most common ones leading to death. It has been reported
that 17.7 million deaths from CVDs in 2015 accounted for
approximately 31% of all deaths worldwide [1]. About half
of that were due to coronary heart disease [1].

Early detection of heart disease and appropriate manage-
ment are critical to people with heart disease [1]. One main
reason is that most CVDs can be prevented by adjusting
lifestyle (e.g., smoking, significant alcohol consumption,
unhealthy diet, and physical inactivity). However, current
practices to detect heart disease in population still have
challenges in terms of expenditure and facility availablity.

CVDs have been often diagnosed through several labo-
ratory experiment results, e.g., blood tests, chest X-ray, or
clinical assessments of electrocardiogram (ECG), echocar-
diogram. Recently, in a follow-up study cohort of 6186
people (over 21 years) [2], a non-laboratory-based model
was shown comparable to a laboratory-based when predicting
first-time fatal heart disease events. In the non-laboratory-
based model, cholesterol was replaced by body-mass index.
Another similar observation found in the LIPID study [3],
non-laboratory-based risk factors were significantly associ-
ated with the risk of developing a recurrent heart disease

*: correspondence thuy.pham@uts.edu.au. Faculty of Engineering and IT,
University of Technology Sydney, NSW, Australia

event [3]. However, these approaches still require “compli-
cated” information such as diabetes and current hypertension
treatment data as in the earlier work [2] or angina grade
and myocardial infarction history as in the work [3]. We
hypothesize that fewer non-laboratory-based risk factors such
as age, gender, rest blood pressure, maximum heart rate,
rest ECG ST-segment abnormality may also have comparable
performance, especially in automated heart disease detection.

Simplifying risk assessment tool is a critical step for
prevention strategies. Among cardiovascular deaths, 80%
occur in developing countries where laboratory-based risk
tools are costly and not practical because lack of facilities.
Meanwhile, non-laboratory-based information is easier and
less costly to collect. Moreover, simple analysis of data like
short ECG measurements can be automatically implemented
with nearly similar accuracy to manual clinical assessment.
On the other hand, using a very large number of subjects,
accurate probability models for CVD detection could be de-
rived and applied universally. Early efforts [3]–[5] introduced
probability algorithms built from several thousand patients. A
recent study [6] reported clinical data alone are insufficient
to predict the disease. Meanwhile, Hemingway et al., [7]
proposed to use linked electronic medical records to increase
the accuracy of coronary artery disease diagnostics. Our
study, in line with the application of data science to health
care, aim to propose a model for automated CVD detection
using only five non-laboratory factors: age, gender, rest blood
pressure (BP), maximum heart rate (MaxHR) achieved, rest
ECG analysis.

The main contributions of this work are:
• We utilize a maximum collection size of a large well-

known dataset for heart disease from multi-nation sites
[4]. In the literature, due to clinical factors suffered from
missing data across different hospitals, most related
works on this dataset could only use one of the four
databases of the dataset (i.e., Cleveland database [4]).

• We demonstrate that our proposed model includes fewer
non-laboratory-based risk factors but performs compa-
rably to models involving laboratory-based data inputs.

II. METHODS

A. Data Set
Our study used four public databases contributed by an in-

ternational collaboration concerning heart disease diagnosis
[4]. There are 303 instances from Cleveland Clinic Founda-
tion, 294 from Hungarian Institute of Cardiology, 123 from
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V.A. Medical Center (California, USA) and 200 instances
from University Hospital (Switzerland) [4]. In general, 1071
participants who were referred for coronary angiography
undertook a physical examination and three non-invasive
tests. All participants had no history of myocardial infarction,
valvular or cardiomyopathy disease. The class distribution of
the predicted attribute among four hospitals is presented in
Table I. In this work, towards an automated heart disease
presence detection, we categorised them into two groups
Negative (i.e., Class 0 in the dataset) and Positive (i.e., any
of Class 1 to 4 in the dataset).

There are 13 risk factors provided in the dataset including
laboratory-based and non-laboratory-based risk factors. Vari-
ables obtained from clinical test include chest-pain, serum
cholesterol, resting blood pressure (in mm Hg) and fasting
blood sugar (FBS). Whereas, non-invasive tests provide
information about maximum heart rate (MHR), the slope of
the peak exercise. Table II depicts the baseline characteristics
of all 13 factors for 411 people who were diagnosed negative
with CVDs and 509 patients who were positive. Patients with
the disease appeared to be older, more likely to be men, and
had a higher rest blood pressure, lower cholesterol than those
in control group. People with positive CVDs also tend to
have fasting blood sugar greater than 120 mg/dl. The index
of all 13 selected variables was statistically different in two
groups.

B. Generalized Linear Models with Regularization Paths via
Coordinate Descent

To classify a subject has heart disease or not we use a
generalized linear model (GLM) with convex penalties [8].
This is a binary classifier based on logistic regression (i.e.,
a quadratic approximation to the log-likelihood). There are
three common penalties to generalize the model: l1 (the
Lasso), l2 (ridge), and mixtures of the two (the elastic
net) [8]. While the former does the shrinkage and variable
selection at the same time, the latter may not select any
subset of variables (i.e., may include all or none of them).
These two approaches have different assumptions on the
relationships between input and output data. For example,
the ridge refers to a normal distribution for the coefficients
of the linear transformation while the Lasso refers to the
Laplace distribution. Thus, in this work, we compare both
two models with different penalties: Ridge and Lasso. Let λ

be the regularization parameter (i.e., control the weight of
penalty).

C. Performance Metrics

The accuracy of proposed model in heart disease detection
is evaluated as follows. Subjects who were labeled the
same as annotation of positive are True Positives (TP).
Subjects who were labeled as Positive but did not agree
with the ground truth are False Positives (FP). Subjects who
were labeled as Negative by the proposed method but were
annotated as Positive are False Negatives (FN). The subject
that was labeled as Negative by both are True Negative (TN).

The sensitivity was calculated as T P
T P+FN and the specificity

was calculated as T N
T N+FP .

III. RESULTS

1) Fitting GLM models: Fig. 1 visualizes the coefficients
of fitted models using GLM approaches. In the figure, each
variable is illustrated by a curve line against the l1-norm
when varying λ values. The top axis represents the number
of non-zero coefficients at the current λ (or can be referred
to as degrees of freedom (df) for the Lasso).

2) Model Selection with Cross-validation: We imple-
mented a ten-fold cross-validation using the misclassification
error criterion. The grid of λ extends to a range of 100
values. Fig. 2 illustrates the cross-validation curve with
the standard deviations (i.e., error bars). In the figure, two
vertical dotted lines present two selected λ : λmin (i.e., λ that
gives the minimum error) and λSE (i.e., for one standard
error range of the minimum error). These (λmin, λSE ) values,
found through the cross-validation, are (0.03611, 0.1005)
and (0.13598, 0.8741) for the Lasso-based and the Ridge
regularization, respectively.

3) Selected GLM models: Table III lists the corresponding
coefficients of fitted models at the best cross-validation
parameter λmin for five non-laboratory-based risk factors. We
noticed that in the model using the Lasso regularization, the
rest blood pressure and the abnormality of ST-T segment in
ECG analysis do not play an important part. By contrast, in
the model using the Ridge approach, these did contribute in
the model.

Table IV depicts accuracy performance of two models
during training period and hold-out test stage. We found that
the performance of both models was consistent and greater
than 70% through training and test sets.

IV. DISCUSSION

In this work, we have examined the possibility of reducing
the number of risk factors, especially those require costly
and invasive laboratory-based results, to detect heart disease.
We found that age, gender, rest blood pressure measurement,
maximum heart rate, and the abnormality of ST segment in
the rest ECG can be used to feed into a simple generalized
linear model and achieved closely comparable accuracy
as earlier works that utilized a more comprehensive input
set. For example, authors of the well-known work [4] that
included laboratory based data only yielded approximately
a 77% classification accuracy (using a logistic regression
approach). Furthermore, research advances in processing
massive datasets may provide a useful real-time tool and
massive information learning platform that cardiologists can
assess an individual patient’s risk for heart disease more
accurately with less laboratory cost and faster. It is worth
noting that the above ECG data used in our method can be
obtained easily given the recent advances in wearable sensor
for automated ECG analysis.

Relevancy of each component of the proposed information
set has been long supported in clinical studies. Aging has
been suggested one of the highest risk factors for CAD
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(a) Fitted GLM with Lasso penalty.

(b) Fitted GLM with ridge penalty.

Fig. 1. Fitted generalized linear models with regularization paths.
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(a) Cross-validation for GLM with Lasso penalty.

(b) Cross-validation for GLM with ridge penalty.

Fig. 2. Cross-validation for generalized linear models (GLM) with different regularization paths. The top axis denotes the number of non-zero coefficients
at a given λ . λmin (λSE ) are depicted by dotted lines. Error bars are upper and lower standard deviations.
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TABLE I
MULTI-CLASS DISTRIBUTION (N PEOPLE) AND PREVALANCE % OF Absence =Negative OR Presence= Positive AMONG DATABASE LOCATIONS.

Database Multi-Class (n people) Total Class Prevelance (%)
0 1 2 3 4 Negative Positive

Cleveland 164 55 36 35 13 303 54.1% 45.9%
Hungarian 188 37 26 28 15 294 63.9% 36.1%

Switzerland 8 48 32 30 5 123 6.5% 93.5%
California 51 56 41 42 10 200 25.5% 74.5%

TABLE II
BASELINE CHARACTERISTICS OF 13 RISK FACTORS (THE WHOLE DATASET).

Factors Class P-value
Negative Positive
(n=411) (n=509)

Age 50.547 (9.4) 55.904 (8.7) < 0.001
Sex Men 267 (65 %) 459 (90.2 %) < 0.001

Women 144 (35 %) 50 (9.8 %)
Chestpain (yes) Typical 26 (6.3 %) 20 (3.9 %) < 0.001

Atypical 150 (36.5 %) 24 (4.7 %)
Non-aginal 131 (31.9 %) 73 (14.3 %)
Asymptomatic 104 (25.3 %) 392 (77.0 %)

Rests blood pressure 129.9 (16.87) 133.979 (20.552) 0.002
Cholesteral 227.9 (75.8 ) 176.48(127.518) < 0.001
Fasting blood sugar > 120mg/dl 44 (11.1 %) 94 (21.7 %) < 0.001
RestECG Normal 268 (0.652) 283 (0.558) 0.003

Abnormal ST 61 (0.148) 118 (0.233)
LVHypertrophy 82 (0.2) 106 (0.209)

Max heart rate 148.8 (23.6) 128.262 (24.02) < 0.001
CPETAgina (yes) 55 (14.1 %) 282 (59.55 %) < 0.001
Oldpeak 0.418 (0.716) 1.263 (1.197) < 0.001
Slope 1.49 (0.62) 1.93 (0.56) < 0.001
CA 0.279 (0.640) 1.132 (1.012) < 0.001
Thal 3.99 (1.68) 5.92 (1.656) < 0.001

TABLE III
COEFFICIENTS OF FITTED MODELS (AT THE BEST CROSS-VALIDATION

PARAMETER λmin) FOR FIVE NON-LABORATORY-BASED RISK FACTORS.

Risk factors Coef. by Lasso a Coef. by Ridge b

Age 0.029 0.029
RestBP 0 0.003
MaxHR -0.021 -0.016
SexMale 0.998 0.871
Rest ECG
normal-ST

0 -0.187

a Coefficients estimated by GLM with Lasso regularization
b Coefficients estimated by GLM with Ridge regularization

[5], [6], [9]. Authors of [9] showed the genetic relationship
between aging and heart disease. Comparing with commonly
used laboratory-based risk scores: Atherosclerotic Cardio-
vascular Disease (ASCVD) [10], Framingham Risk Score
(FRS) [11], and SCORE (Systematic Coronary Risk Evalu-

ation) [12] a non-laboratory-based risk tool [13] has shown
to have a very high correlation (N=47,466 people, cross-
sectional collection from nine countries). More recently, non-
laboratory Framingham score [14], which substitute BMI for
lipids in FRS [11], was shown as the best performance among
non-laboratory algorithms (internal validity only). However,
these non-laboratory scores only eliminated blood-test based
factors while maintain a larger number of inputs than our
proposed model. Hence, using our approach, Big data based
systems can be utilized for heart disease detection without
laboratory-based values. This risk assessment approach is
applicable to population where laboratory testing is not easily
accessible (e.g., developing countries or regions with limited
resources).
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Abstract—A new and simple fabrication method to realize
robust flexible wearable antennas by combining conductive fabric
and polydimethylsiloxane (PDMS) is proposed. The conductive
fabric acts as the conductive part of the antenna, while PDMS
acts as the substrate as well as the encapsulation layers. The
method takes advantage of the porous structure of the conductive
fabric and the initial liquid form of PDMS to attain a significantly
strong integration between the two, leading to a robust PDMS-
based wearable antenna. A number of patch antennas have been
designed, fabricated, and tested to validate the proposed concept
and the results are presented, showing robust performance. The
fabricated prototypes have a resonance frequency approximately
at 2.46 GHz with a 10 dB return-loss bandwidth ranging from
3.3 to 5.7%.

I. INTRODUCTION

Polydimethylsiloxane (PDMS) has been considered one of

the most promising materials for the realization of wearable

antennas. The unique characteristics of PDMS, including

extreme flexibility [1], acceptable loss and tunable relative

permittivity [2], water resistance, transparency, temperature

stability [3], and simple preparation [4], make it advantageous

over its counterparts, such as textiles, paper, or any other

polymers.

An issue in flexible antenna development using PDMS is,

however, the inherent incompatibility of PDMS and metal.

To achieve a strong adhesion between the PDMS and the

antenna conductive parts which can stand extreme deformation

and stress is therefore a challenging process. There have

been a number of successful solutions to this issue, including

substrate pretreatment through oxygen plasmas exposure [5],

embedding carbon nanotube sheets [4], injecting liquid metal

[6], and embedding silver nanowires (AgNWs) [7]. However,

in general these approaches require a quite complex fabrication

process.

In this paper, we present a simple, yet effective approach

to overcome the aforementioned problems, allowing for a

relatively easy realization of flexible and mechanically robust

PDMS-based wearable antennas. In the following text, the

proposed method is described. As concept demonstrations,

four inset-fed patch antennas have been fabricated and tested,

validating the applicability of the proposed approach.

II. PROPOSED METHOD

The proposed solution is to utilize conductive fabric as the

conductive parts of the antenna which then are embedded

inside PDMS layers. Different to our work in [8], where the

conductive fabric is simply adhered to the PDMS surface, this

approach provides a stronger structural integration between the

conductive and nonconductive parts of the antenna. That is due

to the support from the PDMS-PDMS layers adhesion created

through the pores of the fabric, which is much stronger than

that of the PDMS and conductive fabric. As a result, this ap-

proach allows for a realization of PDMS-based antennas with

a robust performance against very harsh operating conditions.

III. MATERIALS FOR REALIZATION

For the antenna conductive parts, i.e. the ground plane and

patch, woven conductive fabrics are considered for their high

and isotropic effective conductivity, compared to those of knit-

ted conductive fabrics [9]. Multifilament entirely plated threads

intertwine with each other in a one-to-one ratio between the

vertical and horizontal directions, and the distance between

the adjacent threads is very small, less than 0.04 mm, thus

allowing a good resemblance to a solid metallic plate [10].

There are four different conductive fabrics from Marktek Inc.

and Less EMF Inc. considered in this work, named CF I, II,

III, and IV, respectively. The major differences between these

fabrics are their thicknesses, the composition of metal coating

on the threads, and the threads density, which lead to different

effective conductivities, hence affecting the performance of the

fabricated antenna.

To fabricate the PDMS layers, a Dow Corning Sylgard 184

silicone elastomer kit was employed. Firstly, the base and

the curing agent of the kit were mixed at room temperature

with a ratio of 10 to 1, followed by degassing the mixed

solution in a vacuum desiccator to remove bubbles possibly

formed during the mixing. Afterwards, the bubble-free solution
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Fig. 1. Antennas designed for concept demonstration.

TABLE I
DETAILED DIMENSIONS OF PATCH ANTENNAS

Antenna Dimension (mm)
Parameter

CF I CF II CF III CF IV

ws 50.3 50.3 50.3 50.3

ls 59.6 59.5 59.5 58.7

wg 42.3 42.3 42.3 42.3

lg 55.6 55.5 55.5 54.7

wp 22.3 22.3 22.3 22.3

lp 35.6 35.5 35.5 34.7

wt 3 3 3 3

lt 21 19 19 13.5

ip 11 9 9 3.5

g 1 1 1 1

ht 0.76 0.76 0.76 0.76

hs 2.5 2.5 2.5 2.5

hb 0.2 0.2 0.2 0.2

was tape-casted or poured into the target mold, to ensure

the desired thickness of the PDMS layer. If necessary, the

degassing process can be repeated to ensure that no air bubbles

are left inside the solution. The last step was the curing of the

solution that can be done at room temperature for 24 h or

under an elevated temperature (65◦C for 2 h) to expedite the

polymerization.

IV. CONCEPT DEMONSTRATIONS

A. Antenna Configuration

To validate the applicability of the proposed approach for

realization of flexible antennas, the combinations of PDMS

and four conductive fabrics were applied to an inset-fed

rectangular patch antenna design illustrated in Fig. 1. PDMS

layers are used as the substrate and encapsulation that covers

completely the antenna. For each combination, the antenna

was optimized to have a fundamental-mode operation at ISM

2.45 GHz. Table I gives the dimensions of the final designs

which were then fabricated through the process in [11], [12].

Four fabricated prototypes are shown in Fig. 2.

B. Measurements and Results

The RF performance of all prototypes were characterized,

including input reflection coefficient (|S11|) measurements us-

ing the Agilent PNA-X N5242A network analyzer, calibrated

with an electronic calibration module N4691B from Keysight,

CF I CF II CF III CF IV

Fig. 2. Fabricated patch antennas.

TABLE II
SUMMARY OF THE PEAK GAINS AND EFFICIENCIES OF THE PROTOTYPES

IN FREE SPACE

Gain (dBi) Eff.(%)
Antenna

Sim. Meas. Sim. Meas.

CF I 1.85 1.75 36.3 35.6

CF II 1.47 1.36 33.1 31.5

CF III 1.53 1.45 33.6 32.1

CF IV −0.74 −0.82 20.1 19.7

and far-field measurements in the NSI700S-50 spherical near-

field antenna range at the Australian Antenna Measurement

Facility (AusAMF), Marsfield. As shown in Figs. 3(a)–(d),

there is a good agreement between the measured |S11| results

and those of the simulations. The fabricated prototypes have

a resonance approximately at 2.46 GHz with a 10 return-loss

bandwidth ranging from 3.3 to 5.7%. The minor differences

between the simulated and measured results might be caused

by fabrication error during the manual cutting of the fabric,

especially CF IV whose edges easily suffered from fraying.

When the antennas were bent around a plastic tube having a

radius of 35 mm (see Fig. 4), the antennas remained functional

despite slight shifts in their resonance frequencies, especially

during bending along the E-plane of the antenna (see Figs.

3(a)–(d)). This is expected as it affects the main current path

of the antenna. However, most importantly the conductive

fabric remains intact inside the PDMS encapsulation. The

desired boresight radiations are achieved from the far-field

measurements as shown in simulations (see Figs. 5(a)–(d)).

Further, the gains and efficiencies of all prototypes, measured

at their resonance frequencies, are given in Table II, and they

again agree well with the simulated results.

V. CONCLUSION

A simple yet effective approach for realizing flexible and

mechanically robust wearable antennas has been presented.

The proposed approach was validated by studying the per-

formance of fabricated rectangular patch antennas. A good

agreement is shown between the simulated and measured

results, validating the proposed method.
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Abstract—The study of temperature rise distribution in the 
human eye under plane electromagnetic wave exposure up to 10 
GHz is presented in this paper. The effects of different 
frequencies and different blood perfusion rates of sclera to 
thermal calculations are investigated by finite difference method. 
The results reveal that the changes in the thermal parameter 
produce a maximum relative standard deviation of ~15% in the 
temperature rise in lens. 

Keywords—electromagnetic safety; radio frequency; thermal 
parameter  

I.  INTRODUCTION 
Due to the widespread use of wireless communication 

devices, there is an increasing concern of human safety issues 
related to Electromagnetic (EM) energy absorption in sensitive 
human organs [1]. Previous wireless technologies commonly 
use frequency band below 6 GHz, recently, there is a trend of 
adopting higher frequencies for wireless communications to 
support wider bandwidth, hence higher data transfer rate. 

The human eyes, as a temperature-sensitive organ, have 
attracted many research attentions over the last decade. It has 
been shown that the formation of cataracts is related to acute 
radio frequency (RF) radiation [2]. It has also been summarized 
by international commission on non-ionizing radiation 
protection [3] that, under intense electromagnetic exposure, 
significant thermal damage would occur in sensitive tissues 
such as the eyes and the testis. Tissue heating effect in this 
frequency band, extending to 300 GHz, has been recognized by 
international standards as the basis for limiting the exposures.  

Studies on the EM power absorption and temperature rise 
in human eyes have been investigated previously using 
numerical methods. In these numerical calculations, precise 
values of the EM and thermal parameters of human tissues are 
required. However, different datasets have revealed varied 
parameters, for example, the blood perfusion rate of sclera are 
different between [4] and [5]. The changes in thermal 

parameters of human tissues will alter the heat transfer rate 
between eyeballs and surrounding tissues, hence affects the 
results of temperature calculations.  

In addition, previous studies mainly focus on frequencies 
below 6 GHz, due to the limited spatial resolution of human 
models. In this study, with a refined human eye model, the 
effect of different blood perfusion rates of sclera on the thermal 
evaluations have been investigated for RF EM exposure up to 
10 GHz.  

II. MODELS AND METHODS 

A. Human Head Model 
Voxel human models have been widely used in previous 

dosimetry studies, but the spatial resolutions of these models 
are not fine enough for numerical EM calculations up to 10 
GHz. In this paper, the generic eye model developed in [6] is 
adopted. This eye model is discretized to 0.25 mm resolution 
and then inserted into the Japanese head model [7], which is 
first resampled at 0.25 mm resolution, and hence forms a 
closed-eye human head model with spatial resolution of 0.25 
mm.  

B. Methods 
Finite-difference time-domain (FDTD) method is adopted 

for the evaluations of SAR. The radiation source is a plane-
wave with a power density of 100 W/m2, radiates from the 
front of the head model. The SAR in different tissues of the 
head is calculated using following equation: 

 2

2
SAR E


   (1) 

where ߪ, ρ are the conductivity and density of the tissue, and E 
is the peak value of the electric field strength. The calculated 
SAR are then used as heat sources for the evaluations of the 
temperature rise using steady-state bio-heat equation [7]: 
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where k is the thermal conductivity (W/(m∙°C)), the value of B 
is related to the blood perfusion rate (W/(m3∙°C)), and ∆T is the 
steady-state temperature rise. The boundary condition is: 

 0Tk H T
n


  


  (3) 

where /T n   is directional derivative of T  normal to the 
body surface, H is the convection coefficient, which is set to be 
20 W/(m2∙°C) for the air-eye interface, and 8 W/(m2∙°C) for the 
air-skin interface. 

The thermal parameters of the human tissue for the 
temperature rise calculation are mainly adopted from IT’IS 
dataset [5], and are listed in Table I. The blood perfusion rate 
of the sclera is found to be 2.48×104 W/(m3∙°C) in [5], while an 
equivalent blood perfusion rate for compound 
retina/choroid/sclera tissue has been estimated to be 
0.8×105~1.6×105 W/(m3∙°C) [4]. In this paper, in order to 
investigate the effect of the thermal parameters of sclera, 
different blood perfusion rates are adopted as shown in Table I.  

III. RESULTS 
The SAR values are first calculated using FDTD method; 

the temperature rise in human tissues are then calculated using 
finite difference method (FDM) taking the SAR as heat 
sources. Fig. 1 shows the temperature rise distributions inside 
the eye at some selected frequencies. As can be seen from Fig. 
1, at higher frequencies, the hotspots of temperature rise tend to 
locate in the frontal part of the eyeball, due to the shallower 
penetration depth.  

Fig. 1. Temperature rise distributions inside eyeball for different frequencies 
and blood perfusion rates of sclera: a: B=2.48×104 W/(m3∙°C), b: B=0.8×105 
W/(m3∙°C), c: B=1.6×105 W/(m3∙°C).  

Table II summarizes the maximum temperature rises in the 
lens. It can be seen that, as expected, higher blood perfusion of 
sclera increases the heat transfer rate between the eyeballs and 

surrounding tissues, and then leads to lower temperature rise in 
lens. 

TABLE I.  THERMAL PARAMETERS OF EYE TISSUES 

Tissue 
Thermal 

conductivity 
k (W/(m∙°C)) 

Coefficient related to 
blood perfusion rate 

B (W/(m3∙°C)) 
Aqueous humour 0.59 0 

Cornea 0.54 0 

Iris 0.58 2.48×104 

Lens 0.43 0 

Sclera 0.58 
A. 2.48×104 
B. 0.8×105 

C. 1.6×105 
Vitreous humour 0.59 0 

TABLE II.  MAXIMUM TEMPERAUTRE RISE IN LENS 

Frequency 
(GHz) 

Maximum Temperature Rise in Lens (°C) 
B=2.48×104 
W/(m3∙°C) 

B=0.8×105 
W/(m3∙°C) 

B=1.6×105 
W/(m3∙°C) Relative SD 

0.9 0.36 0.31 0.26 15.1% 

1.8 0.38 0.33 0.29 13.5% 

2.45 0.57 0.51 0.45 12.2% 

3 0.64 0.58 0.51 11.3% 

4 0.65 0.58 0.51 12.2% 

5 0.88 0.79 0.71 10.5% 

5.8 0.82 0.75 0.67 10.1% 

7 0.77 0.69 0.63 9.9% 

8 0.67 0.61 0.55 10.0% 

9 0.62 0.56 0.50 10.5% 

10 0.61 0.55 0.49 10.7% 

 

IV. DISCUSSIONS 

A. Effect of resampling voxel head model 
To validate the approach of resampling a low-resolution 

model for high resolution implementation, solutions obtained 
by using the same Japanese head model of 2 mm and 0.25 mm 
resolutions are compared. The calculated SARs are listed in 
Table III. 

It is found that changes in the resolution would lead to 
differences in the peak local SARs between models of different 
spatial resolutions, but the averaged SARs are very close. This 
can be expected as the geometries of the resampled model are 
essentially the same as those of the original model, and 
resampling at a higher resolution does not alter the staircasing 
approximation of the physical boundaries of the original 
model. Similar findings have also been reported by [9], where 
the SARs for a 1.9 mm resolution model and the resampled 
model at 0.95 mm resolution have been compared. 
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TABLE III.  COMPARISONS OF SAR VALUES FOR MODELS WITH 
DIFFERENT RESOLUTIONS 

SAR Type 
SAR Value (W/kg) 

Original model 
Resolution - 2 mm 

Resampled model 
Resolution - 0.25 mm 

Eye averaged SAR 2.89 W/kg 2.93 W/kg 

Cornea averaged SAR 3.92 W/kg 3.75 W/kg 
Vitreous humour 
averaged SAR 2.90 W/kg 2.95 W/kg 

Lens averaged SAR 2.14 W/kg 2.21 W/kg 

Peak local SAR 25.08 W/kg 88.34 W/kg 

 

B. Effect of blood perfusion rate of sclera 
The effect of changing blood perfusion rate of sclera can be 

seen from Fig. 1 and Table II. In this study, the blood perfusion 
rate varies from 2.48×104 to 1.6×105 W/(m3∙°C). As shown in 
Fig. 1, higher blood perfusion rate of sclera leads to lower 
temperature rises inside the eyeballs, and the relative standard 
deviations (SD) of temperature rises in lens are all within 15% 
at about 0.9 GHz. 

V. CONCLUSION 
In this paper, the study of temperature rise distribution in 

the human eyes under plane electromagnetic wave exposure is 
presented from baseband to 10 GHz. The results reveal that the 
changes in the thermal parameter produce a maximum relative 
standard deviation of 15% in the temperature rise in lens. 
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Abstract—This paper presents the design and development of 

an ECG data acquisition circuit for emergency applications. The 

ECG signal extraction method and the design of the analogue 

front-end circuit are discussed. This design has been 

implemented in a printed circuit board (PCB), with comparable 

size to a 50 cent Australian coin. By applying the testing 

approach with this prototype, the output ECG trace quality is 

overall satisfactory with a clear display of QRS complex and 

certain robustness to motion artifacts. 

Keywords—Electrocardiogram(ECG); Motion Artifacts; 

Ambulatory ECG 

I.  INTRODUCTION  

According to the statistics by ST Vincent’s Hospital, 25% 
of Australians have 3 or more risk factors for heart disease [1], 
which affects 1 in every 6 Australians, and causes 1 death in 
every 24 minutes [1]. Electrocardiogram (ECG) is a widely 
accepted tool for diagnosing and monitoring of heart disease 
[2]-[3].  An ECG is conventionally a medical test that monitors 
the electrical pulses generated from the heart muscle activity by 
using adhesive electrodes attached to the human body. The 
electrical activity is recorded and displayed in an 
electrocardiograph as a continuous waveform. As ECG has a 
regular pattern for a normal and healthy heart, any irregular 
heart rhythm or heart muscle damage can be reflected in the 
shape of the ECG signal, as a result of a change in the electrical 
activity of the heart. Therefore, heart problems could be 
diagnosed and monitored by analysing the pattern [1]-[2]. 

Although ECG is a widely used tool for health monitoring, 
there are some general problems with this medical test. Since 
the biological ECG signal from the human body is rather weak 
and susceptible to different types of noise, it generally suffers 
poor signal to noise ratio (SNR), especially due to the 50/60 Hz 
utility noise coupled by human body [4]. In the conventional 
ECG monitoring systems, the machine is too bulky for 
continuous everyday usage, and the cumbersome wires make 
the system inconvenient to use, even in a wearable Holter 
monitoring system [5].  

To make ECG handy and comfortable for long-term 
monitoring, and to complement remote patient monitoring,  
ongoing research efforts have been put in the development of 
wearable ECG system and wireless body sensor network in the 
recent years. As a result, various convenient forms of ECG 
devices has evolved, some examples of which include Smart 
Vest [6], ECG monitoring shirt using dry electrodes with 
Planar-Fashionable Circuit Board (P-FCB) [5], contactless 
capacitive ECG monitoring system [7], and low power wireless 
ECG transducer employing amplitude modulation (AM) [8]. 
These developments of ECG system greatly enhance the 
convenience and the feasibility of continuous monitoring the 
health status of the end user. 

Considering that ECG is one of the vital signals for an 
emergency patient with heart diseases, the applications of ECG 
can also be extended into ambulances and emergency 
department, these could provide opportunities for treatments to 
be planned and prepared before the patient arrives at the 
hospital [9]-[10]; as well as to facilitate the monitoring and 
diagnosis in the emergency department [11]. 

However, the application of ECG in the ambulance is still 
not highly developed in terms of system size, power 
consumption, multi-parameter functionality, and 
communication range. This work aims to develop a wireless 
ECG transducer for ambulance and emergency department. In 
this paper, the method for ECG signal extraction, and the 
design of a basic ECG signal acquisition circuitry are 
presented. The ECG circuit is comprised of 3 ECG electrode 
connections to form a Lead II configuration and noise 
cancelling with right leg drive. The susceptibility of ECG trace 
quality to motion artifacts has been highly reduced by this test 
approach and the developed ECG circuit. The rest of this paper 
is organised as follows: Section II presents circuit design and 
implementation, Section III explains the testing approach, 
Section IV discusses the results of testing and future plan, and 
the conclusion of this study comes in Section V.   
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II.  CIRCUIT DESIGN AND IMPLEMENTATION 

A. ECG Signals and System Diagram 

The ECG transducer generates a signal stream with 
amplitude from 50 µV to 4 mV with frequency components 
concentrating at 0.5 to 100 Hz [4]. Considering that the ECG 
signal is too weak and subjected to a variety of noises, the 
system in Fig. 1 has been designed to obtain a clear ECG 
waveform. The circuit design of the developed ECG data 
acquisition system in Fig. 2 is discussed block by block as 
follows: 

 

B. Circuit Design 

1) Radio Frequency Interference (RFI) Filter 
Apart from the significant 50/60 Hz utility noise, the ECG 

signal is often exposed to strong radio frequency (RF) fields 
from the electrosurgery machines. Those machines generate 
strong fields with frequency from 500 kHz to 3 MHz. To 
eliminate the RF interference, this design applied an R-C low 
pass filter at the inputs of the Differential Amplifier Module 
[12], and this RFI filter could also provide an input bias path 

 
Fig. 1 Block diagram of the ECG acquisition circuit. 

 

 
Fig. 2 Circuit diagram of the ECG analogue front-end. 
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for the Differential Amplifier INA118 [13]. 

As it can be seen from Fig. 2, 𝑅1, 𝑅2, 𝐶1, 𝐶2  and 𝐶3 form a 
bridge circuit across the inputs of the differential amplifier. In 
order to avoid reducing the high Common Mode Rejection 
Ratio (CMRR), the time constant of 𝑅1/𝐶1 and 𝑅2/𝐶3  should 
be identical to keep the bridge balanced [4]. 

𝐶2 connects between two inputs of the differential 
amplifier, and it is effectively connected in parallel with 𝐶1 
and 𝐶3 that are grounded in series. As 𝐶2 has much higher 
capacitance than 𝐶1, it can significantly reduce any mismatch 
between the R-C filters formed at two input terminals [4]. 

Both differential and common mode signals would be the 
inputs of this filter. As these two types of signals will see 
different equivalent circuits, this results in two different 
bandwidths. Those are 𝐵𝑊𝑑𝑖𝑓𝑓  for differential input signal, and 

𝐵𝑊𝑐𝑚 for common mode signal [4]. Suggested by [12], the cut-
off frequency of the RFI filter shall not be lower than 100 Hz. 
These two bandwidths can be determined as stated in [4]: 

𝐵𝑊𝑑𝑖𝑓𝑓 =
1

2𝜋𝑅(2𝐶2+𝐶1)
   (1) 

𝐵𝑊𝑐𝑚 =
1

2𝜋𝑅𝐶1
    (2) 

2) Instrumentation Amplifier with Integrator 
In order to extract the weak ECG signal with poor SNR, as 

well as to avoid amplifying noises, the differential amplifier 
plays a critical role in the ECG Signal Acquisition. The 
requirements for the differential amplifier are very high input 
impedance to minimise input current offset, very high CMRR 
to curb the common mode noise and increase SNR, low voltage 
offset drift to minimise unadjusted error, and low power 
consumption for battery operated systems [4], [6], [14]. 

The integrator circuit connects between the output and 𝑉𝑟𝑒𝑓  

of the instrumentation amplifier. By forming a feedback loop 
with low output impedance in the difference amplifier of INA 
118, it works equivalently as a high pass filter to remove the 
DC components (i.e. frequencies lower than 0.05Hz in this 
case), while preserving a good CMRR of the instrumentation 
amplifier [13], [15]-[16].  

3) Notch Filter 

Given that the 50 Hz noise from main AC supply is right in 

the middle of the ECG bandwidth (i.e. 0.05 – 100Hz) [12], a 

notch filter together with right-leg drive circuit is included to 

eliminate this in-band interference.   

By considering the difficulty of implementing a single op-amp 

Twin-T notch filter in the physical circuit, a Fliege notch filter 

is used for this design. This configuration only requires 4 

precision components rather than 6 in the Twin-T filter, and 

slight mismatches of components can be more tolerated. 

Another advantage of this filter is that the Q and the centre 

frequency can be adjusted independently to each other [17], 

where Q is defined as the ratio between the -3dB bandwidth 

and centre frequency [12]. 

High precision components are necessary for a deep notch at 

50Hz, a 45 dB Notch Depth is achievable by using 

components with tolerances 1% or fewer [11], and the best 

that could be hoped for is 40-50 dB with real-world 

components [17]. 

4) Active Low Pass Filter  

The low pass filter in the final stage of the circuitry is to 

limit the signal bandwidth to 100 Hz, as well as to increase the 

overall voltage gain to around 1000; therefore, an active low 

pass filter was designed. 

Given that the voltage gain from the differential amplifier 

module is around 5, a voltage gain of 200 from the low pass 

filter would be sufficient for amplifying the ECG signal. As a 

result, a readable ECG trace would be expected at the output 

of this low pass filter 

5) Right Leg Drive Circuit 

As human body can act as an antenna, environmental noise 

can be easily coupled into a human, it is especially so with the 

50 Hz utility noise, which is normally larger than the ECG 

biological signal in the human body. Right Leg Drive circuitry 

was used in this design to apply an amplified and inverted 

common-mode noise that feeds back to human. This can 

compensate the current in the human body and drive the 

common-mode voltage to a low value [4], [18]. As for the 

design, the common-mode signal is extracted from average of 

the two input signals to the instrumentation amplifier, and that 

is the mid-point of gain resistors 𝑅𝐺 in the instrumentation 

amplifier [13]-[14]. The output resistance 𝑅16 is used for 

limiting the drive current that is flowing into human body via 

the electrodes [4]. 

6) Split Supply 

Indicated from Fig. 2, two micropower voltage reference 

diodes are used to form the split supply to power the circuit, 

where the virtual ground is extracted from the middle point of 

diodes connection. The current limiting resistor is designed to 

provide sufficient current to the circuit, while to prevent the 

diodes from being damaged. 

C. Circuit Implementation 

The circuit design in Fig. 2 has been implemented as a 

printed circuit board (PCB) prototype after the validation of 

simulation and breadboard prototype. Surface mount 

components are adopted in the PCB design to minimise the 

size of the prototype, with the battery holder mounted at the 

back of the PCB. This prototype is in a circular shape with a 

diameter of 32 mm. Its dimension is very similar to that of a 

50 cent Australian coin, which has a diameter of 31.65 mm 

with the dodecagonal shape. Fig. 3 shows the comparison of 

dimensions of these two. 

 

 
Fig. 3 Dimensions comparison between a 50 cents Australian coin and the 

ECG prototype 
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III. TEST APPROACH 

A. Floating Electrodes 

In this design, Ag/AgCl (floating) 3M™ Red Dot™ 

Electrodes will be used to pick up the electrical activities, 

which are generated from heart depolarisation and 

repolarisation. These conventional electrodes are not 

convenient for long duration application, as they may cause 

irritation and degradation of signal quality when the gel in the 

electrodes dries out after a long time usage [5]-[7]. However, 

considering the proposed application of this design is for a 

short-duration usage in ambulances/emergency applications, 

which demands consistent good trace quality, these floating 

electrode may be more suitable in this regard, as compared to 

the developed dry electrodes. This is due to that the electrical 

double layer formed by the metal-electrolyte interface is 

floated between the snap and gel sponge, rather than directly 

between metal and skin as in the dry electrodes; the noise 

associated with motion could be suppressed by a factor of 10, 

thus improving the stability [19]-[21].  

B. Leads Configuration and Electrodes Placement 

Indicated by Fig. 1, this design utilises a 3-lead 

configuration. In this configuration, the bipolar leads work in a 

similar fashion to a voltage meter to pick up the electrical 

signal generated from heart activities. As the main travel 

direction of the electrical signal is left, inferior and 

posterolateral [22], which is very similar to that of Lead II 

directional potential measurement, Lead II would be a good 

candidate to acquire the principle waves of ECG signal. 

Suggested by [19], [23], the electrodes placed at the 

periphery of limbs (i.e. standard locations) would lead to the 

records being highly susceptible to muscle noise, even from a 

single finger movement. Placing electrodes at locations RA, 

LA and LL in Fig. 1 would be able to reduce the susceptibility 

to muscle noise, while providing a good quality of ECG trace 

as in the standard positions. Suggested by the name “Right leg 

drive”, the inverted feedback signal from the right leg drive 

circuit is returned to the human body via the electrode 

attached to location RL in Fig. 1. 

C. Skin Preparation 

The “barrier” layer Stratum Carenum is the outermost 

layer of skin. It stores dead cells and has high impedance (i.e. 

typically 50 kΩ/𝑐𝑚2), which is believed to be the major 

problem source for ECG signal quality. Skin deformation is 

the major source of motion artifacts, and this could cause a 

change of 5mV in the skin potential between the inside and 

outside of the “barrier” layer of the skin [20]. By applying fine 

sand paper with around 20 strokes, part of the Stratum 

Carenum will be removed, and this results in a reduction of 

this change in skin potential to a negligible level and a 

significant drop of skin impedance to less than 5kΩ/ 𝑐𝑚2 [20],  

[24]. The drop of skin impedance also reduces the disturbance 

of 50 Hz utility interference, static electricity and conversion 

of common-mode voltage to differential voltage, where the 

last disturbance is due to the impedance variation in different 

locations of human body [20]. In this test, prior to placing 

electrodes, 3M™ Red Dot™ Trace Prep was used by mild 

skin abrasion to reduce skin impedance and hence the 

disturbance. 

IV. RESULTS AND DISCUSSION 

A. Test results 

Fig. 4 shows the prototype test result while the subject is 
standing. The principal components (i.e. P wave, QRS 
complex, and T wave) can be observed on the oscilloscope 
with negligible noise disturbance. This implies that the ECG 
signal extraction and noise filtering of the circuit are 
functioning properly; the 𝑉𝑝𝑒𝑎𝑘−𝑝𝑒𝑎𝑘 of the QRS complex is 

measured to be 2.2 V, which implies sufficient amplification 
has been provided by the circuit. 

 

Fig. 4 Prototype test result while the subject is standing. 

Fig. 5 show the sensitiveness of motion artifacts to the ECG 

trace quality. Fig. 5(a) shows the ECG waveform with finger 

motion, and only minor distortion to all the principle waves 

could be observed. Fig. 5(b) shows the ECG trace with 

walking motion, and it could be observed that P wave is 

totally masked, while QRS complex and T wave are still 

readable;  the spurious peaks between the QRS complexes 

may be caused by the poor snap – crocodile clip connection. 

Therefore, it could be concluded that certain robustness has 

been obtained by the circuit prototype and test method. 

 
Fig. 5 Prototype result with (a) finger movement (b) the subject walking. 

B. Future plan 

At this stage, the ECG circuit design has not yet been fully 

finalised. As discussed in the Test results section, the poor 
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snap-crocodile connection may hinder an accurate acquisition 

of ECG signal; snap type ECG cables with shielding layer will 

be utilised to replace the banana cable. Shield guarding 

circuity will be adopted to the circuit design to further reduce 

the level of interference coupled to the circuit [25]. 

Fig. 6 shows the proposed system design for 

ambulance/emergency applications. The bottom layer consists 

of an Ag/AgCl (floating) electrode. This electrode and hence 

the whole system will be attached to the human body such that 

the lengths of wire connections to the rest two electrodes are 

minimised. The finalised ECG acquisition circuit will be 

placed in the middle layer, with batteries affixed to its 

backside. The top layer will be the microcontroller unit 

(MCU) for signal processing and data packaging, and a 

wireless module for transmitting the ECG signal in digital 

form. Through the medium of the built-in wireless receiver of 

consumer electronics (e.g. IPad, laptop, mobile phones), this 

digital signal can be plotted into real-time ECG trace via a 

graphical user interface (GUI). By this means, the real-time 

ECG signal could be monitored in a more flexible manner, as 

compared to utilising dedicated medical instruments (e.g. 

electrocardiography). This could facilitate monitoring the 

health status of patients, and hence prepare timely treatments 

in the emergency room and first aid in ambulances. 

 
Fig. 6 Proposed ECG wireless transducer system design. 

V. CONCLUSIONS 

In this paper, the testing approach for reducing motion 

artifacts, and the design of a basic 3 lead ECG acquisition 

circuit have been presented. Satisfactory ECG trace quality 

has been obtained in the developed ECG prototype, and 

distortion by motion artifacts has been highly reduced. The 

circuit design has not yet been fully finalised at this stage, and 

this work will be expanded for ambulance/emergency 

applications with the proposed future plan. 
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Abstract—The paper presents the design and fabrication of 

novel gold/PDMS sensors using the sputtering method to use 

them for biomedical applications. The electrodes on the sensor 

patches were formed by placing a masked template containing 

the design over the PDMS. The sensor patches were flexible in 

nature with interdigitated electrodes formed on them. CTx-I, 

being one of the significant bone turnover biomarkers to 

determine the condition of the bones was tested at different 

concentrations to validate the functionality of the patches for this 

purpose. The results look promising to upgrade this idea into a 

fully-functionalized system for medical applications.  

Keywords— Gold; PDMS; CTx-I; Flexible; Sputtering. 

I.  INTRODUCTION 

The advancement in the sensing field has brought a big 

revolution in the quality of life of human beings [1]. In today’s 

world, sensors are used in almost every field like domestic [2, 

3], environmental [4, 5] and industrial sectors [6-8]. There has 

been a continuous demand to improve the quality and 

efficiency of the sensors since its intervention. Initially, the 

semi-conductive sensors [9] were a very popular choice due to 

their favorable operating conditions like the low cost of 

fabrication, linear response, high longevity and low input 

power. But still, there were some disadvantages like the 

limited range of operation, brittle nature and temperature 

dependence of the output which caused the researchers to opt 

for alternative approaches. With the innovation of sensors with 

flexible substrates [10, 11], a lot of problems related to the 

intransigence of the sensors were resolved, which increased 

their range of applications.  

When the researchers were able to develop 

Microelectromechanical Systems (MEMS) based sensors [12], 

the cost of fabrication was reduced to a great extent. The 

problem of cost and ease of production of sensors were still 

into the picture, especially for the sensors which are used for 

day to day applications. Moreover, there are some sensors 

which have high efficiency in terms of sensitivity but are 

complex in nature and tough to fabricate, especially for 

unskilled workers. Thus, it is a state-of-art to develop sensors 

which have a low cost of fabrication and are simple in 

operation. This paper presents the design and fabrication of 

novel gold/PDMS sensors which were subsequently 

implemented for medical applications.  
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With the flexible sensors in the picture, there are different 

materials, differing in terms of their electrical, mechanical and 

thermal properties are used for fabrication purposes. Some of 

the common materials used to develop the substrate part of the 

sensors are Polydimethylsiloxane (PDMS) [13], Polyethylene 

terephthalate (PET) [14], Polyethylene Naphthalate (PEN) 

[15] and Polyimide (PI) [16]. The selection of these materials 

mainly depends on the final dimension of the sensor patch and 

the applications they are being employed for. Among these, 

PDMS is the most advantages polymer due to its low-cost, 

non-toxicity and hydrophobicity. These advantages make it a 

popular choice to use to develop sensors for biomedical 

applications. Some of the common types of materials used to 

develop flexible sensors are Carbon Nanotubes (CNTs) [17], 

graphene [18], gold [19] and silver [20]. There have been 

prominent use  [21-23] of gold nanoparticles compared to 

other materials due to their distinct advantages like high 

electrical conductivity, narrow size distribution, high aspect 

ratio and consistent size and shape. Another major advantage 

of using gold nanoparticles is their biocompatibility that 

includes non-toxicity and non-immunogenicity which 

increases the dynamicity in its applications [24]. The use of 

gold nanoparticles for sensing purposes is considered to be 

one of the standard applications.  

For the electrode part of the sensor, there are different designs 

which have been used employed in the sensor structure for 

monitoring purposes. The operating principle differs as a 

result of the structural differences of the electrode parts. 

Interdigitated electrodes are one of the common types of 

electrodes which are largely exploited due to the advantages 

like minimized resonant frequency, increased effective 

capacitance and non-invasive nature. The interdigitated 

electrodes serve a great purpose for dielectric materials due to 

the ionic and faradic currents generated as a result of the 

interaction at the electrode-electrolyte interface leading to a 

highly sensitive response [25]. In this paper, we demonstrate 

the use of gold nanoparticles to develop interdigitated 

electrodes on the sensor patches.   

Bio-medical sensing has been one of the major sectors for the 

applications of sensors in recent years [26-28]. Different kinds 

of sensors have been employed using wearable and non-

wearable systems for ubiquitous monitoring of different 

parameters related to human health. Bio-medical biomarkers 

have been a significant part in this field of application, where 

the output of many chronic diseases can be monitored and 

cured at early stages by analyzing the information provided by 

them. This paper showcases the monitoring of one of the C-

terminal Telopeptides which has been used to determine the 

risk of osteoporotic fractures [29]. Even though the current 

methodologies like Enzyme-linked Immunosorbent Assay 
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(ELISA) [30] and Dual-energy X-ray Absorptiometry 

(DEXA) [31] serve as gold standards for diagnosing the 

possibility of osteoporotic fractures by determining the done 

densities, these processes have certain limitations like high 

equipment cost, highly time consuming method because of the 

high sample preparation time, and several steps need to 

complete the process of antibody binding, incubatory and 

spectrophotometric measurements [32]. So, a technique needs 

to be presented where the above-mentioned drawbacks can be 

addressed and rectified, keeping the efficiency and sensitivity 

of the working system constant. This paper highlights the 

proposal of a new system where the fabricated interdigitated 

sensors have been used to analyze the capability of the sensor 

to detection one of the C-Terminal biomarkers (CTx-I) at 

different concentrations.      

The paper has been sub-divided into five sections. Followed 

by the introduction given in section one, the fabrication and 

working principle of the sensor patches are explained in 

sections two and three respectively. Then, the experimental 

set-up and results of the sensor patches for different CTx-I 

concentrations are shown in section four. The conclusion is 

given in the final section of the paper.     

II. FABRICATION OF THE SENSOR PATCHES 

The whole fabrication process was carried out in the 

laboratory at fixed temperature and humidity conditions. 

Figures 1(a) – 1(c) shows the schematic diagram of the 

fabrication process. PDMS (SYLGARD® 184, Silicon 

Elastomer Base) was formed by mixing the prepolymer and a 

curing agent at a ratio of 10:1 and cast on a petri dish as 

shown in Figure 1(a). The height of the cast PDMS was 

adjusted to around 1000 microns with a casting knife 

(SHEEN, 1117/1000 mm). This was followed by its 

desiccation for two hours to remove any trapped air bubbles in 

it. Then the PDMS was cured in the oven at 70
0
C for 2 hours 

to solidify the substrate. Then the sample was taken for 

sputtering of gold nanoparticles over it to form the electrodes. 

The sputtering was done using an EMITECH K550 machine 

with a pressure and current of 3 * 10
-2

 mbar and 25 mA 

respectively.  

 

 
 

Figure 1: Schematic diagram of the fabrication process of the sensor patches. 

A layer of PDMS of fixed thickness was cast on a Petri dish (a). A template of 

the designed electrodes of specific dimensions was placed (b) top of the 

PDMS layer, followed by the sputtering of gold on it. The template was then 

removed to obtain the final product (c).  

A mask was placed firmly over the PDMS substrate. The mask 

was made up of steel with the hollow part in it in the shape of 

the electrodes of the sensor patches. Steel was used as the 

mask due to its good adhesive nature with the PDMS. CREO 

Parametric 2.0 was used to design the electrodes for the mask 

with specified dimensions. The mask was placed properly over 

the PDMS substrate to nullify any gap between the former and 

the later, thus nullifying the shadow effect. The thickness of 

the sputtered gold was 100 nanometers. Followed by the 

sputtering of gold nanoparticles, the mask was taken off the 

substrate, leaving behind the electrode on the sensor.   Figure 

2 shows the final product of the fabrication process. It is seen 

that there was no shadow effect of the sputtering and the 

electrodes came off clean and perpendicular to the surface. 

Three pairs of interdigitated fingers were present each with a 

length and width of 10 mm and 2 mm respectively. The 

interdigital distance (d) between two consecutive electrodes is 

100 microns. The total surface area of the sensing area is 

around 100 cm
2 

with an area of 400 cm
2 
of the total sensor.  

 

 
 

Figure 2: Final view of the fabricated sensor patch.  

III. WORKING PRINCIPLE OF THE ELECTRODES 

The electrodes of the developed sensor patches operate on 

capacitive principle as a result of their interdigitated shape. 

Figure 3 shows the schematic diagram of the working 

principle of these sensors. An electric field produced as a 

result of it a potential difference is applied to the two 

electrodes of the sensor. This field bulges from one electrode 

to another of opposite polarity due to its planar structure. 

When any material is kept in the proximity to the sensing area 

of the sensors, the electric fields penetrate the material while 

traveling from one electrode to another. This changes the 

characteristics of the field which is studied to analyze the 

attributes of the material. This technique has been largely used 

to study the properties of many dielectric materials in 

domestic [33, 34] and industrial [35, 36] applications. Out of 

the different methods used to study this field, Electrochemical 

Impedance Spectroscopy (EIS) [37] is one of the primary 

techniques employed to study the applications of interdigital 

sensors. Frequency Response Analysis (FRA) [38] is one 

common phenomenon in EIS where a frequency sweep over a 

fixed range is done to analyze the difference between the input 
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and the output signal. This output is monitored in terms of the 

effective impedance (Z) of the material.    

 

 
 

Figure 3: Schematic diagram of the working principle of the electrodes.  

IV. EXPERIMENTAL RESULTS 

The experiments for the different CTx-I concentrations were 

conducted as per the experimental setup is shown in figure 4. 

The sensing area of the sensor was dipped inside the solution 

carefully to avoid any effect of the solution on the bonding 

pads of the sensor. The other end of the sensor was connected 

with IM 3536 HIOKI High tester via Kelvin probes to 

determine the response of the sensor for different 

concentrations. The High Tester was connected to a computer 

via a USB cable to collect the data in Microsoft Office Suite 

via automatic data acquisition system. An input of 1 V RMS 

with a frequency sweep of 500 Hz - 10 kHz was provided 

from the tester to the sensor. The frequency was considered 

from 500 Hz as the sensor patch did not respond properly for 

the preceding frequencies for the different solutions. An 

average of three readings from the tester was taken to ensure 

repeatability of the responses. 

 

 
 

Figure 4: Experimental set-up depicting the placement of the sensing area of 

the sensor patch inside the solution. The bonding pads of the sensor are 

connected to the impedance analyzer via Kelvin probes to monitor the 

changes occurring as a result of the different concentrations of CTx-I.   

 

The solutions were prepared by using CTx-I peptide as the 

solute and de-ionized water (Resistance: 18.2 MΩ) as the 

solvent. A series of dilution solutions were prepared to 

perform the experiments. Initially, a stock solution of 1000 

ppm was prepared by mixing 1 gm of CTx-I to 1 L of de-

ionized water. This was used to prepare different concentrated 

solutions of 100 ppm, 50 ppm, 10 ppm, 1 ppm and 0.1 ppm for 

experimental purposes. Figures 5 and 6 show the response of 

the sensor patches for the CTx-I concentrations in terms of 

impedance (Z) and conductivity (S) with respect to the swept 

frequency range. It is seen from Figure 5 that the sensor was 

capable differentiating the CTx-I concentrations. The 

impedance values remain pretty much constant and do not 

change much with the variation in frequency.  

 

 
 

Figure 5: Response of the sensor patch for different CTx-I concentrations in 

terms of impedance vs. frequency.  

 

The difference between the values took place due to the 

solution resistance occurring due to the ionic charge transfer 

between the solution and the electrodes of the sensor. The 

change in conductivity as a result of the CTx-I solutions are 

shown in Figure 6. It is seen that the conductivity values 

change symmetrically with the different concentrations. The 

decrease in conductivity values with different concentrations 

is evident from the increase in the impedance values from 

Figure 5.  

 

 
 

Figure 6: Response of the sensor patch for different CTx-I concentrations in 

terms of conductivity vs. frequency.    

 

The sensitivity of the sensor patches was also obtained by 

determining the change in the conductivity values with respect 

to the control value at different concentrations. The control 
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value was obtained by measuring the conductivity of the de-

ionized water. The change in sensitivity for different 

concentrations as shown in Figure 7 is obtained from the 

following equation: 

 

����������� =
�
����� −	���������

�
�����
 

(i) 

 

where, 

 �
����� 	is the conductivity value of the control solution (de-

ionized water). 

��������� 	is the conductivity of different solutions.   

 

 
 

Figure 7: Sensitivity of the sensor patches for the tested CTx-I concentrations.  
 

It is seen from Figure 7 that the sensitivity obtained from the 

sensor was 0.013, as evident from the slope of the graph. The 

linear fit plotted in the graph is very close to the experimental 

values as evident from the high coefficient of determination 

(R
2
). The limit of detection (LOD) for these experimental 

solutions has been 0.1 ppm.   

V. CONCLUSION 

The paper showcases the fabrication and implementation of 

low-cost, novel gold/PDMS sensors. The sensors were 

developed using the sputtering technique having a mask 

containing the electrode design was placed over the substrate. 

The advantages of these sensors are its low-cost and easy 

fabrication process. The conductivity of the electrodes is also 

very high (~ 4 * 10^6 S/m). The sensor patches were also very 

flexible due to the nature of the substrate. The sensor patches 

were experimented with different CTx-I concentrations to 

employ them for osteoporotic applications. However, there are 

some issues that need to be addressed to optimize the use of 

these sensors for medical applications. The sensitivity of these 

sensors for any medical applications needs to be high. This 

can be achieved by two ways. The design, technique of 

fabrication or processed materials have to be altered to 

optimize the net electric field created between the electrodes 

of opposite polarity. The thickness of the electrodes can be 

changed to optimize the sensitivity. The individual passive 

elements of the sensor patch should also be determined to 

have a better understanding of the working circuitry. The 

authors would address and rectify the above-mentioned points 

performing further experiments and report in the future work.  
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Abstract— Wearable sensors have opened a new door for 
research to understand different human emotions and 
psychological states. This is the first study to employ wearable 
devices to measure the Galvanic Skin Response (GSR) of 
students. A set of Microsoft Band 2 was used to collect data from 
nineteen engineering students while attending the same class. The 
data was collected throughout a whole semester. Students were 
later divided into categories according to their weekly activity 
level. This activity level was determined by an online survey that 
the students filled out. One-Way Analysis of Variance was 
performed to assess differences between groups. Correlation 
Analysis was also performed to evaluate the correlations between 
groups. Findings of this work include significant intra-group 
differences. Significant correlations were also found between 
GSR values and activity level. Significant correlations were also 
found within the GSR values between the groups themselves.  

Keywords— GSR, Sports, Bio Data, Microsoft Band 2. 

I.  INTRODUCTION 
Physiological Sensor Analysis is a field of research that is 

growing [1, 2]. The last decade has shown greater accessibility 
to wearable devices. These devices are presently used for 
different purposes. Some of them are used in interactive 
applications; others are used to gather meaningful data for 
research purposes [3]. The advent of this technology has 
allowed the measurement of human stress by mainly two 
sensors: The first is the Galvanic Skin Response (GSR), which 
is also known as electro-dermal activity (EDA), 
psychogalvanic reflex, or skin conductance response. This 
sensor is used as a direct indicator of stress. The other is the 
Heart Rate Sensor and is used as a direct indicator of stress [4], 
and as an indirect indicator of stress through the analysis of its 
variability [1, 5, 6]. The GSR sensor measures the skin electric 
conductivity. Stress increases sweating, consequently, moisture 
causes the skin conductivity to increase [7, 8]. 

The stress that the students go through during their 
academic life is variable upon many factors; the first is the 
student himself / herself. This entails the lifestyle of the 
student, their academic ability, their eating habits, their gender, 
their emotional state, etc. Numerous studies have studied the 
stress of K-12 or higher education students through 
questionnaires. While surveys are considered a consistent 
method among the surveyed, their biggest drawback is that 
they are subjective and the outcomes depend mainly on the 
subject’s reasoning and state at the type of surveys [9]. 

There are a number of studies that employed the GSR 
sensor to collect skin conductance values from students. These 
studies have encountered a number of shortcomings: First, 
these studies use a special type of GSR sensor. This sensor is a 
pair of electrodes that are either placed on the wrist or the 
fingers and is connected directly to a computer terminal or data 
acquisition device to log the data. An example of which is 
shown in Figure 1. 

 

 
Fig. 1. Physiological data acquisition by using GSR sensor. Figure adopted 
from [10]. 

This method has the obvious disadvantage of not having the 
student in his natural learning mode of being in class. This 
results in the offset of the values of GSR due to the stress that 
is induced to students by connecting them to such machines. 
The second shortcoming is that this method will be hard to 
implement over a long period of time, or for a large number of 
classes due to its inflexibility. 

This study is the first of its kind to use a wearable 
smartwatch to collect GSR signal values and other 
physiological values from students while there are sitting 
normally in their class with no attachments.  

Currently, there is a plethora of consumer smart watches 
and bands. These devices function as fitness trackers and 
activity watchers. These bands/watches are manufactured by 
some of the biggest technology and sports companies like 
Samsung, Apple, Nike, Garmin, Fitbit, Jawbone, etc. However, 
the wearable devices that contain the GSR sensor are few; the 
first comes from Microsoft, which is the Microsoft Band 2. As 
of the writing of this article, this band has been discontinued. 
The other one is the Jawbone UP3 fitness tracker. Other 
wearable devices include the Embrace ® watch and E4 
Wristband ® from Empatica Inc., the Basis Peak by Intel ®, 
which has also been discontinued and recalled for overheating, 
and the MAXREFDES73# from Maxim Integrated ®. The 
limited availability and accessibility of wearable devices that 
embed the GSR sensor makes their use in education somewhat 
limited.  

II. DATA ACQUISITION 
Data was collected from 19 Civil Engineering students 

(m=11, f = 8) at the American University of Madaba. The 
students are in their fourth and fifth level in civil engineering 
with age range (22-23). The students were asked to wear 
Microsoft Band 2 in a specific course only. This class was 
taught by one instructor only, who is one of the co-authors of 
this paper. This course would convene twice a week every 
Monday and Wednesday 11:30 AM – 12:45 PM in the same 
classroom. Students wore the bands every class session in all 
the classes throughout the semester. Each student would 
choose his specifically numbered band and wear it at the 
beginning of the class session, and then would take their bands 
off and return it to the research assistant at the end of the class. 
Data Collection started at the beginning of March 2017 and 
ended when the semester concluded at the end of May. The 
Final exam was held on June 10th.  
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Each Microsoft Band 2 was connected via Bluetooth to a 
separate Android phone with the Microsoft Band app installed. 
The GSR sensor readings of the Microsoft Band 2 cannot be 
accessed directly via the mobile application provided by 
Microsoft; they must be extracted using a specially developed 
mobile App. The data was logged by the “Companion for 
Microsoft Band” app. This app is available on the Google Play 
Store ®. This app logs all the sensors’ data of the band in a 
comma-separated variables (CSV) file that is stored locally on 
the phone. These phones that connected to the bands were not 
available to the students and were kept during class in a secure 
closet, in order for the students to keep their focus on the 
instructor. The frequency of the Band’s GSR sampling rate was 
5 Hz. 

Students were asked to fill out a survey at the beginning of 
the course to answer numerous questions. Some of which are 
the following:  

a. Date of Birth 
b. Gender 
c. Current Weight (Kgs) 
d. Height (Centimeters) 
e. Any diseases? 
f. How many times do you play sports per week? 
g. How many hours of study per week? 

 
The results of the survey, particularly question No. (f.), 

were used as a basis for this study. The distribution of students 
by their weekly activity level are shown in Table I. 

TABLE I.  STUDENT ACTIVITY LEVEL DISTRIBUTION 

How many times do you play sports 
per week? No. of Students 

I do not / rarely play sports 3 
Once 5 
2 - 3 times 6 
4 - 5 times 2 
Every Day 2 
Total 19 

 
 

III. PRE-PROCESSING 
Microsoft Band logs the GSR value as a resistance in 

Ohms. A higher GSR value indicates a more relaxed subject, 
whereas a lower GSR value indicates a more stressed subject. 
GSR is a subject-specific value and cannot be compared in its 
abstract value to other subjects’ values directly [11]. 
Consequently, the GSR values were normalized. The 
normalization technique was a modified one adopted from 
[12]. 

 
(1) 

 

where GSRmax is the maximum value of GSR that the 
student has achieved during the entire semester. This value 
indicates the student’s resting state. 

Noise was also encountered in the Data. The continuity of 
the contact between the band and the student’s skin affects the 
quality of the GSR signal. Some bands were somewhat larger 
than the wrists of some of the students and did not fit perfectly. 
This caused some noise in the signal and discontinuities in the 
readings. These gaps were accounted for and removed in pre-
processing. 

It is important to note that the stress of a person cannot be 
solely attributed to the class dynamics or content provided 
during the course. Numerous hidden factors might directly 
affect stress even more than the class itself but are hard to 
measure. Some of these factors could be related to the students’ 
emotional state. This emotional state could be strongly affected 
by their family, friends, love life, spirituality, financial 
situation, grades, sudden events, exercise, etc. [11]. 

IV. RESULTS AND DISCUSSION   
Analysis of the results obtained based on data collected 

during a three-month period of the spring 2017 semester is 
presented in this research paper. The physiological data 
collected was mainly the students’ GSR response in a live 
classroom setting. Students were asked to fill out an online 
survey at the beginning of the semester. The survey’s outcome 
divided the students according to their weekly sports activity 
behavior into five different categories. Those categories are 
listed in Table I above. The investigation of One-Way ANOVA 
between means of groups and the correlations between the 
students’ normalized GSR response and those categories was 
performed in this research. The confidence interval that was 
considered was 95%, p<0.05. 

Table II shows the monthly average normalized GSR value 
of students’ vs their weekly Sports activity behavior. 

TABLE II.  AVERAGE MONTHLY GSR STUDENT ACTIVITY LEVEL 
DISTRIBUTION 

Activity Level / Month Mar Apr May Grand 
Average 

I do not / rarely play sports 0.87 0.92 0.91 0.91 

Once 0.98 0.96 0.97 0.97 

2 - 3 times 0.93 0.94 0.91 0.93 

4 - 5 times 0.96 0.92 0.90 0.92 

Every Day 0.29 0.73 0.95 0.48 

 

Data shows that students who play sports Every Day had 
noticeably lower GSR values in the months of March and April 
than their peers. This result can be possibly attributed to extra 
sweat that might exist on their wrists due to their higher cardiac 
activity. The “Everyday” students group showed steady 
increase throughout the semester while other groups showed 
fluctuations in the same period. The increase of the average 
value of the everyday group in the month of May can be 
associated with lower activity level and more focus on studies. 
May is the last month of the semester and thus more study time 
is usually allocated by students during that month than activity 
time. This change is shown in Figure 2. 
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One-Way Analysis of Variance (ANOVA)

 was performed to evaluate the differences between the 
groups. The number of data points that were collected from 
each group that was used in analysis is presented in Table III. 

TABLE III.  NO OF DATA POINTS PER GROUP 

Sports Per Week Symbol N 
I do not / rarely play sports 0 831 
Once 1 1506 
2 - 3 times 2.5 2178 
4 - 5 times 4.5 1209 
Every Day 7 986 

 

Fig. 2. Monthly Average GSR for each activity Level 

The results that showed statistical significance (p<0.05) are 
presented in Table IV. 

TABLE IV.  STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN 
MEANS OF GROUPS 

Group 1 
(I) 

Group 2 
(J) 

Mean 
Difference 

(I-J) 

Std. 
Error Sig. 

I do not Play Once -.0595* 0.00915 0.000 

Once 2 - 3 times .0407* 0.00710 0.000 

Once 4 - 5 times .0491* 0.00818 0.000 

Every Day I do not Play -.4294* 0.00997 0.000 

Every Day Once -.4889* 0.00867 0.000 

Every Day 2 - 3 times -.4482* 0.00813 0.000 

Every Day 4 - 5 times -.4398* 0.00909 0.000 

 

The results shown in Table IV clearly show that the GSR 
levels are significantly different between most groups. Groups 
“Once” and “Every Day” where statistically different from all 
the other groups. Groups “I do not play”, “2 - 3 times”, and “4 
- 5 times” where not statistically different from each other, but 
only from groups 1 and 7. This indicates that students who 

play either every day or just once a week have statistically 
different stress levels than the rest of their peers. Figure 3 
shows a plot of the estimated marginal means of the different 
groups. 

 

 
Fig. 3. Estimated Marginal Means of the Normalized GSR. 

Figure 3 clearly shows that the students who play once a 
week have generally higher GSR value, an indication of a 
lower stress state. It also shows that students who play daily 
have lower GSR value, an indication of either higher stress 
level or an increased sweating state due to regular activity.  

Furthermore, Correlation analysis was implemented to find 
correlations between the daily GSR values of students and 
their activity group. The first test that was performed was to 
find correlations between the students’ resting state and their 
sports activity group. The daily maximum normalized GSR 
(GSRmax) indicates the resting state. A correlation coefficient 
 ρ = 0.27 with statistical significance p= 0.023, <0.05 was 
found between GSRmax and the activity group.  

Figure 4 shows the grand average of students’ resting State 
(GSRmax) vs their weekly sports activity level. Though the 
results are slightly comparable. The group of students who are 
most active (Every Day and 4-5 times/week) showed the 
lowest amount of resting GSR. This could also be attributed to 
several factors. First, the amount of sweat that could be on 
their wrists due to their activity level. In addition, it can be an 
attribute of this age group’s regular physical activity.  All other 
groups had higher resting state values. 

Another correlation test was performed between the daily 
average GSR value and the activity group. A statistically 
significant correlation coefficient of  ρ = 0.4 (p = 0.000229 < 
0.05) was found between the activity behavior and the daily 
average GSR value. Further analysis was carried out to find the 
intra-groups correlation coefficient. These results are presented 
in Table V. 
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Fig. 4. Average of Resting State (GSRmax) vs Activity Level/Week 

As can be inferred from Table V, none of the results was 
statistically significant. However, there were two sets of 
groups with reasonable correlation values and close to 
statistical significance. The first correlation was between the 
“Once” and “I do not Play” groups. The correlation coefficient 
ρ = 0.48 (p = 0.072). Figure 5 shows their daily average GSR 
values over time.  

TABLE V.  INTRA-GROUP CORRELATION ANALYSIS RESULTS 

Group 1 Group 2 Correlation 
Coefficient ρ Significance Level p 

Once I do not Play 0.48 0.072 

Once 2-3 times 0.47 0.076 

4-5 times I do not Play 0.47 0.10 

Everyday I do not play 0.44 0.13 

 
 

 

Fig. 5. Average GSR for groups “Once” and “I do not play” over Time 

 

The other highest correlation was between the “Once” and 
“2-3 times / Week” groups. The correlation coefficient ρ = 
0.47 (p = 0.076). Figure 6 shows their daily average GSR 
values over time. While there are other comparable correlation 
values between other sets of groups, their p-value is not 
significant and hence no valid argument can be inferred. 

 

 

Fig. 6. Average GSR for groups “Once” and “2-3 Times” over Time 

 

V. CONCLUSION 
The galvanic Skin Response (GSR) of students under pre-set 

conditions/environment was measured over a whole semester. 
The purpose was to find statistical differences between 
students with different sports activity lifestyles and their stress 
levels. Several approaches were considered while conducting 
the research. Numerous results were statistically significant for 
the current data set.  

It was found that those who play once a week and are in the 
low activity group, have statistically different GSR values 
from the students in all the other activity groups. It was also 
found that those who are in the highest activity group have also 
statistically different GSR values from all the other groups. 
Furthermore, a significant correlation between the GSR value 
and the activity level was found. However, there were no 
specific patterns that could be associated to any of the groups 
that could differentiate them. 

Future work of collecting data from more students to build a 
substantial data set is needed. It is understandable that GSR 
data can be controlled by numerous measurable and 
immeasurable variables and is dependent on human behavior. 
While different students handle stress differently, some might 
share measurable characteristics in terms of biometrics that can 
measure the conductance levels of human skin. 
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Abstract—The paper presents the design and implementation 

of a low-cost shoe sensing system using laser-induced graphene 

sensors. Commercial polymer films were laser-induced to photo-

thermally form graphene, which was then used as electrodes on 

Kapton tapes to form sensor patches. Experiments were then 

conducted with these sensor prototypes to validate its 

functionality as pressure sensors to be used in shoe sensing 

system. Different weights were tested with the developed system 

to ensure the capability of these sensor patches to be used as 

pressure sensing. The results look promising to be a system for 

monitoring the movement of a person wearing a shoe containing 

these low-cost pressure sensors. 

Keywords— Graphene; Sensor; Laser writing; Pressure; Shoe 

sensing system; 

I.  INTRODUCTION 

The use of sensors to improve the quality of life has been one 

of the primary goals for researchers in the current world. After 

the introduction of sensors into the application world [1], one 

of the goals was to make the use of the sensors to improve the 

quality of life. This needed continuous improvement of the 

performance of the sensors based on their size, linear range, 

sensitivity, power consumption, etc. Today, researchers all 

over the world are trying to develop different kinds of sensors 

having optimized performance. One of the primary constraints 

on the fabrication of sensors is the cost of production. It is 

generally noted that even though the cost of each sensor 

commercially available in the market is low, the equipment 

required to fabricate the sensors is very low. This includes the 

required number of steps, cost of the raw materials, cost 

associated with the equipment processing the raw materials, 

etc. These constraints increase the overall cost of each sensor. 

The work on reducing the cost constraint is being dealt by the 

researchers all over the world by addressing the techniques 

and raw materials for production. This paper presents one of 

the techniques to generate highly efficient low-cost capacitive 

sensors. 

The structure of the sensors has been changing with time. Due 

to the popularity of sensors with semi-conductive substrates, 

silicon sensors have been used to a large extent. Even though 

these sensors served a lot of applications, there were some 

disadvantages like the high raw material cost, high power 

consumption and brittle nature of the sensors associated with 

the sensors. 
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For these reasons, alternating materials have been processed 

with to develop sensors better than the existing ones. Sensors 

with flexible materials are one popular choice [2] that is being 

developed nowadays for its distinct advantages over the rigid 

ones. Lower cost, smaller size, better electrical and 

mechanical properties, higher efficiency in terms of sensitivity 

are some of the attributes that the sensors with flexible 

substrates have an advantage over the rigid ones. Even though 

there are many materials that are used to develop the 

substrates of the flexible sensors, some of the common ones 

are the polymer materials like PDMS [3], PET [4], PI [5], 

PMMA [6], etc. The processing of these materials has been 

done in different ways to develop sensor prototypes for 

specific applications. For these substrate materials, different 

conductive materials like carbon [7], silver [8], gold [9], 

aluminum [10], etc. have been used to develop the electrodes 

of the sensor. Similarly, different processing techniques like 

photolithography [11], screen printing [12], laser cutting [13] 

have been utilized to develop the sensors. The use of a 

particular technique depends on the resolution of the electrode 

and substrate thickness of the final sensor prototype. This 

paper describes the use of laser writing technique on polymer 

films to develop the conductive material for the electrodes 

[14]. The use of laser processing method to develop flexible 

sensors has been advantageous over other processes in many 

ways like less sample preparation time, the absence of any 

clean room requirements, smooth cuts, and non-requirement of 

any post-processing steps. This paper provides a two-step 

process to develop graphene sensors by using the laser writing 

technique to photo-thermally convert a polymer film to 

develop graphene, which was then used as electrodes on a 

sensor patch for experimental purposes. The use of graphene 

has increased exponentially in the last decade or so  [15] after 

its recognition to have excellent electrical, mechanical and 

thermal properties. Graphene, is an allotrope of carbon [16], 

has been largely used as electrodes in a sensor. Few of the 

major applications of graphene over the years have been its 

uses in micro-capacitors [17, 18], strain sensors [19, 20] and 

electrochemical sensors [21, 22]. The electrode of the sensor 

shown in this paper is an extension of strain sensor where an 

external pressure is applied by the sciatic area of the feet over 

the sensing area of the patch to analyze the functionality of the 

graphene sensors to be used in a shoe sensing system. The 

sensors were attached to the sole of a shoe along with the 

placement of the attached conditioning circuit placed on the 

top of the shoelaces. There has been extensive work done on 

the development of shoe sensing systems [23-25] in recent 

years. Scientists all over the world have tried different ways of 

developing shoe sensors for tackling different problems 

related to walking posture [26, 27], and gait analysis [23, 28-
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30]. Among these vast topics covered by shoe sensors, one of 

the popular choices has been the use of pressure sensors in 

shoe sensing systems [31]. Pressure sensors have been placed 

on different regions [32, 33] of a shoe to determine the force 

exerted on that particular area while walking, running, etc. 

The use of shoe sensors has extensively covered different 

aspects till now. But there are certain disadvantages associated 

with these mentioned systems. Starting from the high 

fabrication cost of the systems, the developed systems are 

either very complex or require specialized condition and 

people to operate it. A simplified system is yet to be 

developed to date. The simplification of the system lies in the 

low cost of the processed raw materials to the simplified 

signal conditioning circuit to process the output of the sensor. 

The work described in this paper showcases the utilization of 

low-cost graphene sensor prototypes as pressure sensor 

patches to determine the walking of a person by analyzing the 

pressure exerted on the sensing area of the patch. This change 

in pressure while walking would be processed by a signal 

conditioning circuit and sent to the monitoring unit for further 

analysis. 

II. FABRICATION OF THE SENSOR PATCHES 

The fabrication process was carried out in the laboratory 

environment at constant temperature (25
0
C) and humidity (RH 

50%) conditions. Low-cost commercial polymer films (Zibo 

Zhongnan Plastics Co., Ltd.)) were considered as the raw 

material for developing the electrode material. Figure 1 shows 

the schematic diagram of the overall fabrication process. The 

laser writing is done on the PI films generated graphene 

according to the assigned design of the laser system. This 

conductive material was transferred to sticky tapes for using it 

as electrodes on a sensor patch. Figures 2(1) -2(4) shows 

individual steps of the fabrication process. The polymer film 

was attached to a glass substrate with biocompatible tapes (3M 

810D Ruban Magique
MC

) before placing it on the laser 

platform to restrict its movement during the laser induction 

process. Universal Laser Systems [34] was used to perform 

the laser induction process. Proper measurements were taken 

to exhaust the residual gases generated during the process. The 

optimization of the designed patterns was done by varying the 

given laser parameters. The designing of the electrodes was 

done on Coral DRAW, software that was integrated with the 

laser system. Three of the laser parameters, namely power 

(W), speed (m/min) and z-axis (mm) were varied to optimize 

the design of the electrodes.  

 

 

Figure 1:  Schematic diagram of the fabrication steps of laser-induced 

graphene sensors. 

 

Figure 2:  Individual steps for the fabrication of graphene sensor. 

 

The power is defined as the amount of the energy of the laser 

exerted from the nozzle. Speed can be defined as the rate of 

movement of laser nozzle over the sample substrate. Z-axis 

defined the distance of the laser nozzle with the platform to 

adjust the focal point of the laser beam. The optimized 

parameters for this process were 9 W, 70 m/min, 1 mm. The 

laser induction process caused the breakage of the sp
3
 

hybridized C-C bonds of the PI film to form sp
2
 hybridized C-

C bonds in graphene. It is because graphene was generated in 

a power form, it would be really difficult to use it as electrodes 

in any sensor unless any stickiness was provided to hold the 

graphene. So, Kapton tapes were used for this purpose to 

transfer this graphene powder and use it as electrodes. Even 

though the commercial polymer films and Kapton tapes are of 

the same material (PI), there were two specific reasons for 

choosing the former material over the later one to develop the 

patches. The stickiness of the Kapton tapes would have 

tampered with the design and conductivity of the electrodes. 

The transfer of the graphene powder was done very carefully 

to preserve the design the electrodes. The Kapton tapes were 

placed over the graphene powder and manually pressed, 

starting from the sensing area of the sensor to the bonding 

pads. The conductivity and short-circuit tests were done before 

and after the transfer. The conductivity of the induced 

graphene was very high (~10^4 S/m). The difference in 

conductivities between the induced and transferred graphene 

was less than 20 mS/m. The Kapton tapes with the transferred 

graphene were used as sensor patches for experimental 

purposes. The SEM images of the transferred graphene of one 

of the electrode fingers of its side and tip are shown in Figures 

3 and 4 respectively. It is seen from the images that the 

electrode fingers of the transferred graphene came off smooth 

on the Kapton tapes. The edges of the electrodes were also 

perpendicular to the surface for which there was no 

requirement of any post-processing steps. The advantages of 

these developed patches are the high conductivity of the 

electrodes and the flexibility of the sensor patches. The 

electrical conductivity and bending diameter of the patches are 

~10^4 S/m, and 6 mm respectively. Figure 5 shows the front 

and rear view of the final sensor patch. Six pairs of 

interdigitated fingers were present on the sensing area with an 
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interdigital gap of 200 microns. The sensing surface area was 

96 mm
2 

with a length of 500 microns and a width of 100 

microns respectively.  

 

 

Figure 3:  SEM image of top-view of the transferred graphene on Kapton 

tapes depicting the edges of the electrode fingers.  

 

 

Figure 4:  SEM image of top-view of the transferred graphene on Kapton 

tapes depicting one of the electrodes of the sensor. 

 

 

Figure 5: Front and rear view of the final fabricated sensor patch.  

III. WORKING PRINCIPLE OF THE ELECTRODES 

 

The electrodes of the developed sensor patches worked on the 

principle of deformation experienced by flexible sensors. 

Figure 6 shows the normal and expanded form of the sensor 

patch of which the latter is caused when a pressure is exerted 

on the patch. The deformation of the patch causes a change in 

the resultant current flowing through the sensor when an 

electric field is applied to it.  

 

 

Figure 6: Schematic diagram depicting the change in structure from to normal 

to deformed state. 

 

This change in current can be analyzed from schematic 

diagram shown in figure 7 [35]. It is seen from the figure that 

the Rsense and Csense are the real (R) and imaginary (X) part of 

the impedance respectively. When any pressure is applied to 

the sensor patch, the resultant area (A) and interdigital 

distance (d) changes, thus changing the reactive response of 

the sensor. This change can be determined by the above 

equations: 

 

������ = 	 ��� ∗ 	
������ (1) 

�� = 	��� ��� = ���� ������⁄ � ∗ 	
������⁄  

 

(2) 

������ = � ∗ ���∅ 

 

(3) 


����� = � ∗ ���∅ − 
������ 
 

(4) 

And, ������ = � ∗	������  (5) 

where, 	C����� = 	
� *�"*#

$
   (6) 

 

where, Vsense is defined as the voltage across the series 

resistance. 

Zeq is the equivalent impedance. 

Vin is the input voltage of the circuit. 

Φ is the phase angle between the input voltage and input 

current.  

Csense in the output capacitance in Farads, F. 

ԑ0 is the absolute permittivity (ԑ0 = 8.854 * 10
-12

 F/m). 

ԑr is the relative permittivity. 

A is the effective area. 

d is the effective interdigital distance between two consecutive 

electrodes. 

 

The change in capacitance can be defined as the change 

caused due to the resultant area and interdigital distance.  
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(8) 

where, ∆A and ∆d are the resultant areas and interdigital 

distance caused due to the deformation. 

 

 

Figure 7: Schematic diagram of the electrical circuitry showing the change in 

current due to the change in output (sensed) impedance [35]. 

IV. EXPERIMENTAL RESULTS 

 

Initially, the profiling of the sensor patch was done to 

determine the linearity of the sensor patches. This was done by 

testing the sensor patches with small weights to analyze the 

changes happening due to the deformation of the sensor patch 

in terms of resistance and voltage. This was followed by 

testing the sensor patches with an LCR meter.  

 

a. Profiling of the sensor  

The sensor patch was initially tested at different weights to 

determine its response in terms of voltage and resistance 

values. Figures 8 and 9 depict the response of the sensor 

towards different weights ranging from 1kg to 10kg.  

 

 

Figure 8: Response of the sensor patch to different weights in terms of 

resistance.  

 

Even though it is known that the average weight of a person 

lies between 50 kg- 70kg, which states that the weight of a 

single foot would be approximately ±25 kg, the limitation of 

the maximum weight to test the sensor was 10kgs was because 

of two reasons. Firstly, when a person walks, the weight of the 

whole leg (25 kg) is not on the sensor patch. The weight of the 

leg is distributed over the whole feet. And secondly, the idea 

to test the sensor with the weights is to validate the 

functionality towards pressure measurement. It is seen from 

figures 8 and 9 that the sensor is capable of responding in 

almost a linear way to different weights exerted on the sensing 

area of the patch. It is also seen from these two figures that the 

predicted value for the change in resistance and voltage 

readings of the sensor patches were very close to the actual 

values. 

 

 

Figure 9: Response of the sensor patch to different weights in terms of 

voltage. 

 

b. Experimental results with LCR meter 

The sensor patch was tested with an LCR meter to validate its 

functionality for using it as a shoe sensing system. Due to the 

high conductivity of the electrodes, the sensor was capable of 

recognizing even pressures of small magnitude exerted on the 

sensing area of the patch. Figure 10 shows the connection of 

the LCR meter to the sensor. The change in impedance was 

analyzed by a HIOKI IM3536 High Precision Tester 

connected with Kelvin probes which in turn was connected to 

the bonding pads of the sensor patch. Due to the high 

flexibility of the patches, it was difficult to connect the Kelvin 

probes to the bonding pads. So, single-stranded flexible wires 

were connected to the bonding pads by a conductive carbon 

paint (BARE conductive® ELECTRIC PAINT), which in turn 

was connected to the Kelvin probes. A voltage of 1 Vrms was 

provided as an input to the sensor patch. The High Precision 

Tester was connected to a laptop via a USB cable to monitor 

the changes occurring with the exertion of pressure on the 

sensors in an alternative way. The data was collected in 

Microsoft Excel via automatic data acquisition algorithm. The 

experimental set-up is shown in figure 10. This figure shows 

the connection of the sensor patches to the High Precision 

Tester to the sensor patch. This was initially done to validate 

the functionality of the sensor patches to be used as pressure 

sensors in the shoe sensing system. Electrochemical 

Impedance Spectroscopy (EIS) was the algorithm associated 

with the High Precision Tester. EIS is a standard technique 

[36] used to characterize a material based on specific 

parameters. Among the different EIS technique available [37], 
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frequency response analyzer (FRA) [38] is one of the popular 

ways to characterize the material over the range of 

frequencies. This technique has been used for the 

characterization of different materials including human 

physiological parameters [39], food products [40], salinity 

testing [41] and tactile sensing [42]. The advantages of using 

this technique are its simple, non-invasive and single-sided 

testing [43]. Figures 11 and 12 show the responses of the 

sensor patches for the force exerted on the sensor patch in a 

slow and rapid motion respectively. Two situations, “a” and 

“b”, allocated for the two situations depicted in the figures 

represents the relaxed condition or pressure free condition and 

forced condition or the presence of the feet on the sensing 

patch condition respectively. The frequency values were swept 

between 2 kHz to 10 kHz to analyze the change in the 

reactance values. The sensor patch did not respond well to the 

frequencies below 2 kHz. One of the reasons for this behavior 

could be the connection of the Kelvin probes of the LCR 

meter to the single-stranded wires attached to bonding pads of 

the sensor patch. The reason for the decrease in reactance 

occurring due to the forced state can be attributed to the 

change in the dimensions of the sensor patch causing a change 

in Csense (equation (6)) which as a result changes Xsense 

(equation (5))  It is seen from the figures that the sensor patch 

is capable of recognizing the two situations very distinctively. 

Repetitive movements were done for both the situations to 

ensure the repeatability of the response of the sensor patches.  
 

 

Figure 10: Schematic diagram depicting the process of data collection.  

 
 

 

Figure 11: Response of the sensor patch in terms of reactance and frequency 

connected with the LCR meter with slow-motion expressed in the forced and 

relaxed state. 

 

 
 

Figure 12: Response of the sensor patch in terms of reactance and frequency 

connected with the LCR meter with rapid motion expressed in the forced and 

relaxed state.is [7]. 

 

After testing the response of the sensor patches for repetitive 

cycles after in several experiments, they proved to be robust 

and sturdy in terms of wear and tear for this application. Also, 

the sensor patches had no memory effects in their responses 

after they were changed several times from one shoe to 

another while applying different amount of pressure.  

V. CONCLUSION 

This paper is an idealization of shoe sensing system with low-

cost, laser-induced graphene sensors. The sensor patches were 

developed by using the electrodes formed by the photo-

thermal conversion of the commercial polymer films. These 

sensor patches were then tested with the LCR meter to 

validate its functionality as pressure sensors which can be used 

for detection of movement for a shoe sensing system. 

However, there are some issues faced during the experimental 

procedures that should be rectified. Firstly, the range of sensor 

responses from the LCR meter in terms of reactance was not 

same during each cycle. This could be confusing for the 

monitoring unit once the reactance values for the forced state 

saturates to the values close to the relaxed state. Also, even 

though the sensor patches are very flexible in nature, there has 

to be testing done for their behavior and change in response 

with time. One of the ways is to implement a thresholding 

phenomenon for this purpose to clearly distinguish between 

the relaxed and the forced state. Secondly, even though the 

weight of different volunteers were tested with this system, all 

of them were perfectly normal having a proper walking 

posture. Thirdly, the use of LCR meter to validate this system 

should be replaced with an impedance analyzer embedded 

with a portable microcontroller based system to use it for real-

time applications. The experiments with patients having an 

abnormal walking posture should be tried out to further 

validate this system. The rectification of these issues would be 

done and reported in near future work.   
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Abstract—To develop a wireless networking protocol suited for
real-time vital information collection from a group of exercisers,
it is mandatory to compare the performances among different
protocol candidates by experiments using a group of subjects as a
matter of course. However, fair comparison is almost impossible
because the experiments have no repeatability.

In this paper, we propose a software network simulator to
fairly compare the performances of different networking proto-
cols. The simulator is composed of two unique functions such as
mobility model and channel model, both of which were developed
through real experiments using a group of subjects. The mobility
model outputs data sets for the time-series of locations of persons
during different kinds of sports and exercises, and the channel
model determines the channel characteristics between persons
taking into consideration the transmission power, antenna pattern
and blocking by other persons. We demonstrate by the simulator
the performance of a wireless networking protocol using different
types of antennas for the case of football game.

I. INTRODUCTION

In the field of school education, promotion of health and

prevention of disease/injury are essential for schoolchildren

during physical training and after-school sports club activities.

On the other hand, in the field of sports, training according

to athletes’ scientific evidence such as vital and physical

signs has proven to be effective. These health promotion,

disease/injury prevention and evidence-based physical training

can be realized by a real-time vital information monitoring

system for a group of exercisers [1].

Wireless networking protocol plays an important role in

making the real-time vital information monitoring system

more reliable. To develop the best-suited wireless networking

protocol, performance comparison among several protocol

candidates by experiments using subjects is required as a

matter of course, however, fair comparison is impossible

because real experiments have no repeatability; we have to

separately evaluate the performances of different protocols in

different experiments.

45mm×44mm×15mm, 31g

Fig. 1. A photo of the wireless vital sensor node.

To fairly compare the performances of different wireless

networking protocols using the same locations and motions of

persons and the same channel conditions among them, we have

constructed a software network simulator. The network sim-

ulator is supported on two unique functions such as mobility

model and channel model, both of which are obtained by real

experiments using a group of subjects. In this paper, we present

the structure of the network simulator and demonstrate by the

simulator the performance of a wireless networking protocol

using different types of antennas for the case of football game.

II. SYSTEM MODEL AND WIRELESS NETWORKING

We have developed a wireless vital sensor node (WSN)

which can sense heart rate (HR), energy expenditure (EE)

and core body temperature (CBT), and transmit the sensed

data by wireless. The transceiver of the WSN is compliant

with the ARIB T-108 standard of Japan which transmits signal

in the 920MHz band with transmission power of 20mW and

information data rate of 100kbps [2]. Figure 1 shows a photo

of the developed WSN. We put the WSNs to the back waist

positions of persons in a group, and a data collection node

(DCN) monitors the vital information in real-time, which are

collected by a networking protocol from all the persons during

a sports game or an exercise in an open field. We developed a

similar system where several data forwarding nodes are placed

around the field, but we do not take the approach this time;

without data forwarding nodes, our new system can collect

vital information from all the persons by multi-hop manner,
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Network simulator

Mobility model
· Datasets

Channel model
· Distance-attenuation
· Antenna pattern
· Obstruction

� Football
� Footrace
� Mock cavalry battle
� Warming-up exercise

Fig. 2. Structure of the network simulator.

namely, through WSNs. Therefore, our target is to develop a

reliable wireless multi-hop networking protocol suited for a

variety of sports games and exercises.

III. STRUCTURE OF NETWORK SIMULATOR

Figure 2 shows the structure of the network simulator,

which works on MATLAB. The mobility model stores data

sets to give the time-series of the locations of persons during

different kinds of sports games and exercises. The data sets

are generated by applying personal identification then location

tracking for the moving images [3], [4] which are obtained

by experiments using a group of subjects. Even if the time-

series of the locations of persons are given, the channel char-

acteristics between persons are still unknown, so the channel

model calculates the received power between transmitter and

receiver nodes taking the channel and node characteristics into

consideration.

A. Mobility Model

To make the wireless networking protocol reliable in the

realistic applications, the mobility model data sets, which are

used to evaluate the protocols, should include the motions and

locations of persons with a variety of mobility. Therefore, we

listed four different kinds of sports games and exercise in total,

such as football, footrace, mock cavalry battle and warming-up

exercise. Football game gives a mixture of low mobility and

high mobility; in a football game, two team players tend to face

each other spreading over the entire field. Some players show

low mobility but suddenly change their directions, and other

players show high mobility, chasing the ball. Footrace game

gives high mobility; in a footrace game, runners show high

and not-coordinated mobility. Mock cavalry battle game gives

coordinated mobility; four players move forming a group.

Finally, warming-up exercise gives low mobility with high

density over the entire field.

To generate the mobility model data sets, we conducted

video recording experiments. The experiments took place in a

gymnasium where several tens of subjects performed the four

kinds of sports games and exercise. As shown in Fig. 3 (a),

we placed eight video camera around the floor, and recorded

the sports games and exercise, where each person had his own

identifier (ID) of a distinct combination of color and number

of training bib. From the recorded image, each person was

identified using his ID, and then his location was tracked by

using his trajectories.

In this paper, we focus our attention on the performance

evaluation using the simulator for football game. The football

field size in the gymnasium was 57m×46m and the video

recording frame rate was 30 frames per second, so the [x, y]-
locations of players were estimated in the area of 57m×46m

Video camera

Person identification

Trajectory tracking
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(a) Placement of video cameras

(b) Mobility model data set

D

Wireless vital sensor node

Data collection node

Fig. 3. Generation of the time-series of the locations of persons.

Biological tissue-equivalent phantom

Fig. 4. A photo of the biological tissue-equivalent phantom.

with time interval of 1/30 seconds. However, the size was

small as compared to the normal size of football field, so

to make the size satisfy the international match standard,

the estimated locations were enlarged to around 1.76 times

(101.58m×81.18m), resulting in the time interval of 1/17

seconds. Fig. 3 (b) shows an example of data set output for

the case of football game.

B. Channel Model

The channel characteristics between two persons, namely,

two WSNs, depend on the frequency band, type of antenna

giving a different radiation pattern, and signal transmission

situation with or without obstacles around the channel. To keep

the repeatability of experiment, we conducted experiments

using liquid-type biological tissue-equivalent phantoms instead

of human subjects in the outdoor playground of Osaka City

University. As shown in Fig. 4, the phantom was com-

posed of six-tiered buckets, where each bucket was made of

polyethylene and contained salt solution. Note that the relative

permittivity of polyethylene is 2.3, and the concentration in

the solution was set to 0.18 weight% to make the electric

characteristics of the phantom (relative permittivity (εr)=55.96
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(a) Dipole (film) (b) Spiral

Fig. 5. Photos of the antennas.

Person i Person jdij
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O =[x  , y  ]k k k

Perpendicular foot

ObstacleK
O =[x  , y  ]K K K
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sensor node

Fig. 6. A situation where nodei is transmitting a signal to nodej .

and conductivity (σ)=0.97) closer to those of human body

(εr=77.98 and σ=0.51). Table I lists the specifications of the

phantom simulating an adult subject.

TABLE I
SPECIFICATIONS OF THE PHANTOM.

Length of circumference [cm] 78
Radius [cm] 12.7
Height [cm] 174
Antenna height [cm] 90

We discuss the channel models for two types of antennas;

one is a dipole antenna made of film and the other is a spiral

antenna, which are shown in Fig. 5. The spiral antenna was

small enough to be put into the case of the WSN, but the dipole

antenna was too large, so we folded both ends of the dipole

antenna. In the following, we discuss the wireless propagation

characteristics for the spiral antenna (in the node case), dipole

antenna (folded in the node case) and dipole antenna (unfolded

out of the node case).

Figure 6 shows a situation where the node of Personi is

transmitting a signal to that of Personj while being surrounded

by K obstacles. Defining the locations of Personi, Personj and

Obstaclek (k = 1, 2, . . . ,K) as Pi = [xi, yi], Pj = [xj , yj ]
and Ok = [xk, yk], respectively, and the angle between the

antenna boresight at Pi (Pj) and the line through Pi and Pj

(direct path between Pi and Pj) as θi (θj), the received power

at Pj is written as

Pj = D(Pi,Pj) +A(θi) +A(θj) +

K∑
k=1

B(Ok,Pi,Pj) (1)

where D(Pi,Pj), A(θi) and B(Ok,Pi,Pj) denote the

distance-attenuation, antenna pattern and obstruction factors,

respectively. We characterized these three factors according to

the experimental results.
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Fig. 7. Distance-attenuation characteristics.

One may think that we should add one more probabilistic

term to (1) showing fading factor, but to simplify the model,

we omit it in this paper.

1) Distance-attenuation characteristic: We measured the

distance-attenuation characteristics setting θi= 0 and θj= 0

with no obstacles. Figure 7 shows the received signal strength

indicator (RSSI), namely, the received power against the

distance between Pi and Pj , which is given by

dij = ‖Pi −Pj‖. (2)

Note that the RSSI was averaged over the results obtained by

four-time measurements.

Since metal devices and circuits in the node case cause

antenna mismatch, significantly large losses of more than 5dB

are observed for the folded dipole and spiral antennas, as

compared to the unfolded dipole antenna. The characteristics

by the dipole antennas, which transmit and receive linearly-

polarized signal, can be well described by the two-path

ground-reflection model [5]; the direct wave and reflected

wave interfere each other, so some notches and a break point

which is denoted by δth are observed in each characteristic.

On the other hand, for the spiral antenna, no break point is

observed. This is because, for spiral antenna which transmits

and receives right (or left) circularly polarized signal, its

polarization changes from right to left (left to right) when

it is reflected by the ground, so the receiver node can receive

the direct signal with no reflected interference.

Taking into consideration that the distance-attenuation

model should be as simple as possible, from the experimental

results, we finally modeled the distance-attenuation character-

istic as

D(Pi,Pj) = D(dij)

=

{
α1dij + β1 [dBm] (0 ≤ dij ≤ δth)
α2dij + β2 [dBm] (δth < dij)

(3)

where α1, α2, β1, β2 and δth are the parameters. The values

of the parameters are listed in Table II.

2) Antenna pattern characteristic: Figure 8 shows the

antenna pattern characteristic, which was also measured in the

outdoor playground of Osaka City University. The main lobe

of the folded dipole antenna is slightly broader than that of
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TABLE II
VALUES OF THE PARAMETERS [DBM].

α1 α2 β1 β2 δth
Dipole (unfolded) -1.58 -4.21 -35.03 0.614 22.06
Dipole (folded) -1.84 -3.00 -42.82 -27.15 22.06
Spiral -2.17 -57.24
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Fig. 8. Antenna pattern characteristics.

the unfolded dipole antenna, and that of the spiral antenna is

broader that those of the dipole antennas.

We finally modeled A(θi) and A(θj) as not an equation but

the obtained data in Fig. 8.

3) Obstruction characteristic: First of all, as shown in Fig.

6, assuming the perpendicular foot of Ok on the direct path

between Pi and Pj as Qk, we define its distance from Pi

and its distance from Ok respectively as dik and rik:

dik = ‖Qk −Pi‖ (4)

rik = ‖Qk −Oi‖. (5)

Furthermore, we define the radius of the first Fresnel zone at

Qk as fik:

fik =

√
λ
dik(dij − dik)

dij
(6)

where λ denotes the wavelength of the wireless signal [5].

We measured the obstruction characteristics setting θi= 0

and θj= 0 with one obstacle. Figure 9 shows the gain against

rik normalized by fik. We can see from the figure that the

obstacle gives a large loss when it is in the first Fresnel zone

whereas it gives almost no loss when it is out of the zone. From

the experimental result, we finally approximated the gain per
obstacle as

B(Ok,Pi,Pj) = D(rik, fik)

=

{ −4 [dB] (0 ≤ rik/fik ≤ 1)
0 [dB] (1 < rik/fik)

. (7)

Note that the model gives much larger losses as compared

to the measured values. Therefore, the network simulator

evaluates a worst-case performance for wireless networking

protocol.
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Fig. 9. Obstruction characteristics.
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Fig. 10. Structure of superframe.

IV. PERFORMANCE EVALUATION USING THE NETWORK

SIMULATOR

Now that we have completed the network simulator, in

this section, we will evaluate the performance of a wireless

networking protocol using the simulator. To achieve reliable

vital information collection, we have designed a wireless net-

working protocol limiting the number of hops, which employs

flooding for parent node selection period whereas time divi-

sion multiple access (TDMA) for vital information collection

period to guarantee no frame collision. In the following, we

will investigate the effect of antenna on the performance for

the flooding/TDMA protocol for the networking system which

is composed of one DCN and twenty two WSNs.

A. Outline of the Flooding/TDMA Protocol

Figure 10 shows the structure of the superframe. Each

superframe is initiated by a beacon broadcast by the DCN.

In the flooding period, when any WSN receives a beacon

broadcast by the DCN or any other WSN, it can re-broadcast a

beacon showing its own node ID and its own hop count. The

maximum number of hops is limited to three in this paper,

so the flooding period is divided into three slots. In addition,

every time when a WSN receives multiple beacons from other

WSNs within a certain period, it measures the RSSI for each

received beacon, and it memorizes the node ID which gives

the largest RSSI as its parent node.

On the other hand, for football game, the data collection

period is divided into 22 slots. In the network association

process, the DCN has assigned unique numbers to all WSNs,

which correspond to the frame numbers in the data collection

period. Therefore, each slot has been assigned to a distinct
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TABLE III
SPECIFICATIONS OF COMPUTER SIMULATION.

System model
Transmission power 13dBm
Noise power -111.4dBm
Frequency band 920MHz
Data transmission rate 100kbps
Modulation/demodulation NCFSK
MAC CSMA
Networking Flooding/TDMA
Maximu number of hops allowed 3
Beacon length 48Bytes
Frame length 85Bytes
Mobility model
Type Football game
Field size 101.58m×81.18m
Location update time 1/17seconds
Channel model
Distance-attenuation Eq.(3) and Table II
Antenna pattern Figure 8
Obstruction Eq.(7)

WSN, in other words, the nth slot (n = 1, 2, . . . , 22) has been

assigned to the WSN with ID of n, which is referred to as “a

slot owner.” In each slot, frame transmission is initiated only

by its slot owner, and a transmitter node unicasts a frame to

its parent node. Figure 11 shows examples of the flooding and

data collection periods.

B. Evaluation Result

Table III shows the specifications of computer simulation

using the network simulator, and Fig. 12 shows the evaluation

result. As compared to the unfolded dipole antenna, the folded

dipole antenna has a slightly broader main lobe but gives

a larger transmission power loss, so its data collection rate

(DCR) is lower; the DCR of the folded dipole antenna=0.854

whereas that of the unfolded dipole antenna=0.965. On the

other hand, as compared to the dipole antennas, the spiral

antenna has a much broader main lobe but gives a much larger

transmission power loss, so its DCR is much lower; the DCR

of the spiral antenna=0.407.

Around 5% of data are still lost even for the unfolded dipole

antenna giving the highest DCR. Even when a WSN selects
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Fig. 12. Data collection rate.

another WSN with the largest RSSI, namely, a closer WSN as

its parent node, if the parent WSN changes its direction during

1,000msec-period, the frame from the WSN cannot reach its

parent WSN any more, since the antenna pattern is not omni-

directional.

V. CONCLUSIONS

In this paper, we have presented the design and construction

of a software network simulator for real-time vital infor-

mation from a group exercisers, and have demonstrated the

performance of a flooding/TDMA protocol using different

types of antennas for a football game scenario. The computer

simulation results on the effect of antenna type have revealed

that, since the tiny node case gives the installed antenna a

directivity, selection of parent node is a fatal problem for

networking exercisers. Using the developed network simulator,

we also have evaluated the performance of a multi-channel

flooding-type networking protocol for the same purpose. Its

detail is shown in [6].
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Abstract—Tensor decomposition is a popular tool to analyse
and process data which can be represented by a higher-order
tensor structure. In this paper, we consider tensor tracking in
challenging situations where the observed data are streaming and
incomplete. Specifically, we proposed a non-linear formulation of
the PETRELS cost function and based on which we proposed
NL-PETRELS subspace and tensor tracking algorithms. The
non-linear function allows us to improve the convergence rate.
We also illustrated the use of our proposed tensor tracking for
incomplete multi-channel electroencephalogram (EEG) data in a
real-life experiment in which the data can be represented by a
third-order tensor.

I. INTRODUCTION

Tensor decomposition is a popular tool to analyse and

process data which can be represented by a higher-order tensor

structure [1], [2]. In this paper, we are interested in using tensor

decomposition in challenging situations where observed data

are either streaming [3], [4] and/or incomplete [5]–[7].

Incomplete (missing, partial) observation of data occurs

when we passively acquire the data partially, or when it is

difficult or impossible to acquire all information. It also occurs

when we actively schedule to acquire only a certain fraction

of data, because of limitation in power consumption, storage

and/or computational complexity. In such cases, the percent-

age of observed data can be moderate to very low, making

classical processing approaches difficult to handle. Moreover,

when data are of streaming (online) nature, processing them

often requires fast updating instead of recalculating from the

beginning due to time constraints.

In this paper, we are also interested in the use of tensor

decomposition for a special type of data– electroencephalogra-

phy (EEG). EEG records the electrical activity of the brain via

electrodes adhered to the scalp [8]. EEG is used for diagnosis

and treatment of various brain disorders, for example localizing

the lesion in the brain that causes an epileptic seizure. Tensor

decomposition has been shown to successfully represent and

analyse EEG signals [9]–[12]. The reason for the success is

that EEG signals are multi-dimensional while tensors provide

a natural representation of multi-dimensional signals. Each

single-channel EEG signal (i.e., recorded from one electrode)

is a record in time of the brain activity, and thus provides a

dimension of time. Each EEG record includes recordings from

all electrodes, which is a multi-channel EEG signal, and hence

has two dimensions of time and space. We often analyse each

single-channel EEG signal in the joint time-frequency domain,

thus adding an extra dimension of frequency. In special situa-

tions, there could be even 7 dimensions: time, frequency, space,

trial, condition, subject and group [10]. Tensor decomposition

reveals interactions among multiple dimensions, improving

the quality and interpretation of the analysis. Other reasons

for using tensor decomposition is to exploit its uniqueness,

versatile representation and superior performance [12].

Incomplete observation of EEG signals can occur as well,

when for example electrodes become loose or disconnected

during the recording process. This is due to difficulty of

keeping the head fixed (e.g., EEG recording for children)

or reduced quality of conductive gels when the recording is

done in a long time (e.g., 24-hour monitoring). In such cases,

signals recorded from one or several electrodes do not correctly

describe the electrical activity of the brain and thus can be

discarded, making the observed data incomplete.

Most existing methods for EEG analysis by tensor decom-

position are based on batch processing [10], [13] (i.e., data

are stored and processed offline). However, when data are of

streaming nature like EEG signals in long recordings, adaptive

processing is more suitable. This is due to the fact that process-

ing such kinds of data often requires fast updating instead of

recalculating from the beginning or processing the whole data

as batch method, because of time and storage constraints. To

the best of our knowledge, tensor tracking from streaming EEG

data has only been considered in [14]. However, the situation

of incomplete data was not taken into account.

In this paper, we aim to improve on existing tensor tracking

algorithms from incomplete tensors and to apply such an

improvement to multi-channel EEG analysis. While there

are different models of tensor decomposition, we focus here

Parallel Factor (PARAFAC) decomposition. This is inspired by

our two recent works. The first one is on adaptive PARAFAC

tracking [6], which combines the Parallel Subspace Estimation

and Tracking by Recursive Least Squares (PETRELS) algo-

rithm proposed by Chi et al. [15] for subspace tracking and

the adaptive PARAFAC decomposition algorithm proposed by

Nion and Sidiropoulos [3] for streaming third-order tensors.

The second one is on a new formulation of PETRELS cost

function, which we will provide details in a subsequent pub-

lication for subspace tracking from incomplete data.
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The contributions are three-fold. First, we propose a nonlin-

ear formulation of the PETRELS cost function. The resulting

nonlinear subspace tracking algorithm, referred to as NL-

PETRELS, can converge faster than PETRELS while achiev-

ing a similar performance. Second, by replacing the subspace

tracking step in our adaptive PARAFAC decomposition [6]

with NL-PETRELS, we propose a non-linear tensor tracking

algorithm for incomplete data. Third, we show how our tensor

tracking algorithm can be used to track incomplete multi-

channel EEG data.

Notations: Calligraphic letters are used for tensors. Boldface

uppercase, boldface lowercase, and lowercase denote matrices,

(row and column) vectors, and scalars respectively. Operators

b, d, ˚, ˝, p¨qT and p¨q# denote the Kronecker product,

the Khatri-Rao product, the Hadamard product (element-wise

matrix product), and the outer product, the transpose and the

pseudo-inverse, respectively.

II. PROPOSED ALGORITHMS FOR INCOMPLETE DATA

A. Non-linear subspace tracking from incomplete data

Consider the standard linear data model [15] of rptq P R
n,

given by

rptq “ Dsptq ` nptq, (1)

where D P R
nˆp is the system matrix of full column rank,

sptq P R
p is the signal vector randomly distributed according

to the Gaussian distribution with zero mean and unit variance,

and nptq P R
n is the noise vector distributed according to the

Gaussian distribution with zero mean and variance σ2.

A partial observation of rptq is given by

yptq “ pptq ˚ rptq, (2)

where pptq “ rp1ptq, p2ptq, . . . , pnptqsT is the mask vector;

that is, piptq “ 1 if the i-th entry of rptq is observed, and

piptq “ 0 otherwise.

Our purpose is to estimate a principal subspace W of

D, given that the data were incompletely acquired according

to (2). To do so, we first propose the following general non-

linear cost function for subspace tracking in the situation of

incomplete data:

JpWq “
t

ÿ

i“t´L`1

βt´i}Ppiqrypiq´Wg
`

pPpiqWq#ypiq
˘

s}2,

(3)

where L is the length of a window applied to the signal, β

is known as the forgetting factor with 0 ă β ď 1, Pptq “
diagppptqq, and gpxq is a non-linear function.

We have the following observations:

‚ If gpxq “ x, we obtain a linear cost function. Specifically,

the cost function in (3) corresponds to the exponential-

window cost function when L Ñ 8, and to the sliding-

window cost function when β “ 1. Moreover, for com-

plete data (i.e., Ppiq “ I for all i), (3) becomes the

well-known projection approximation subspace tracking

(PAST) cost function [16].

‚ In general, gpxq can be any non-linear function whose

specific form depends on the application at hand. For

example, in this paper, we use gpxq “ tanhpxq for

subspace and tensor tracking, aimed at accelerating the

convergence rate. We also note that (3) is essentially

compatible with non-linear principal component analysis

(PCA) investigated in [17], [18] for complete data.

In this paper, we present the proposed NL-PETRELS sub-

space tracking algorithm, only for the case of exponential-

window cost function. Accordingly, (3) is rewritten as

JEWpWq “
t

ÿ

i“1

βt´i}Ppiqrypiq ´ Wg
`

pPpiqWq#ypiq
˘

s}2.

(4)

Following the derivation from [15] and [17], the proposed

algorithm can be summarised as in Algorithm 1.

The main difference, compared to PETRELS, comes from

the non-linear step at line 3 in estimating aptq under the

condition that the number of non-zero percentage (NNZP) is

less than a certain threshold (ǫ0), which is always relative small

and determined by the experiment. For example, it will be set

to be less than 10% in total observation in our simulation.

Otherwise, the algorithm essentially corresponds to PETRELS.

B. Non-linear PARAFAC tracking from incomplete tensors

In this section, we generalize NL-PETRELS for adaptive

tensor tracking of third-order tensors, following the PARAFAC

decomposition model. A third-order tensor X P R
IˆJˆK can

be decomposed according to the PARAFAC model as [1]

X “
R

ÿ

r“1

ar ˝ br ˝ cr, (5)

Algorithm 1: Nonlinear PETRELS (NL-PETRELS)

Initialization: Random Wp0q P R
nˆp , R´1

m p0q “ Ip
1 for t “ 1 : T do

2 if NNZP ď ǫ0 then

3 aptq “ g
´

pPptqWpt ´ 1qq# yptq
¯

4 end

5 else

6 aptq “ pPptqWpt ´ 1qq# yptq
7 end

8 end

9 for m “ 1 : n do

10 αmptq “ 1 ` β´1aT ptqR´1
m pt ´ 1qaptq

11 umptq “ β´1R´1
m pt ´ 1qaptq

12 R´1
m ptq “
β´1R´1

m pt ´ 1q ´ pmptqα´1
m ptqumptquT

mptq
13 wmptq “ wmpt ´ 1q ` rymptq ´ pmptqaptqwmpt ´

1qsR´1
m ptqaptq

14 end

ISMICT2018

Copyright © 2018 by IEEE - All Rights Reserved. 115



which is sum of R rank-one tensors1. Always, (5) is only an

approximate tensor in a noisy environment, that is,

X “
R

ÿ

r“1

ar ˝ br ˝ cr ` N , (6)

where N is a noise tensor. By grouping A “ ra1 . . .aRs P
R

IˆR, B “ rb1 . . .bRs P R
JˆR, and C “ rc1 . . . cRs P

R
KˆR, (6) can be rewritten in matrix form2 as

X “ pA d CqBT ` N. (7)

Thus, given a noisy data tensor X , PARAFAC decomposi-

tion tries to perform R-rank best approximation in the least

squares sense, that is,

φpA,B,Cq “‖ X ´ pA d CqBT ‖F (8)

When the data are incomplete, (8) becomes

φMpA,B,Cq “‖ M ˚
`

X ´ pA d CqBT
˘

‖2F , (9)

where M is a mask matrix, defined as

Mpi, jq “

#

1, if Xpi, jq was observed,

0, otherwise.
(10)

In batch processing, the three dimensions of the tensor are

constants. In adaptive processing, we are interested in this

paper third-order tensors which have one dimension growing

in time while the other two dimensions remain constant, e.g.,

X ptq P R
IˆJptqˆK , as shown at the top of Fig. 1.

Using the matrix representation in (7) and in the noiseless

case, we have the following PARAFAC decompositions at two

successive time instants t ´ 1 and t:

Xpt ´ 1q “ rApt ´ 1q d Cpt ´ 1qsBT pt ´ 1q (11a)

Xptq “ rAptq d CptqsBT ptq. (11b)

Thus,

Xptq “ rXpt ´ 1q xptqs , (12)

where xptq is the vectorised representation of a new slice (see

the bottom of Fig. 1):

xptq “ rAptq d CptqsbT ptq “ HptqbT ptq, (13)

where bT ptq is the t-th column of BT ptq.

Consider the following exponentially weighted least-square

cost function:

ΨPptqptq “
t

ÿ

i“1

βt´i ‖ Ppiqrxpiq ´ HptqbT piqs ‖2 . (14)

Estimating the loading matrices of the adaptive PARAFAC

model of (18) corresponds to

minimize
Hptq,Bptq

ΨPptqptq (15)

subject to Hptq “ Aptq d Cptq. (16)

1A rank-one tensor is defined as ar ˝ br ˝ cr .
2Other matrix forms are possible.

t
th

slice

X(t− 1)

. . .

t
th

vector

X
(1)(t− 1) x(t)

. . .

Fig. 1. Adaptive third-order tensor model for incomplete data and its
equivalent matrix form.

We also adopt the following assumptions from [6]:

‚ The loading matrices A and C are unknown but follow

slowly time-varying models, i.e., Aptq » Apt ´ 1q and

Cptq » Cpt´1q. As a consequence, since Hptq » Hpt´
1q, we obtain

BT ptq »
“

BT pt ´ 1q,bT ptq
‰

, (17)

which allows us to estimate Bptq in a simple manner.

Specifically, instead of updating the whole Bptq at each

time instant, we only need to estimate the row vector bptq
and augment it to Bpt ´ 1q to obtain Bptq. In the other

words, Bptq has time-shift structure.

‚ The tensor rank, R, is constant and known in advanced.

Moreover, the uniqueness property of the new tensor is

satisfied when a new data slice is added to the old tensor.

In the situation of incomplete data, xptq is replaced by

x̃ptq “ pptq ˚ xptq, (18)

where pptq is defined in (2).

Observe that given bT ptq, estimating Hptq from incomplete

observation x̃ptq is a least-squares problem. This procedure is

known as alternating least-squares (ALS) minimization which

is used extensively in the tensor literature. We also use this

approach to develop our tensor tracking algorithm, which is

summarised in Algorithm 2.

Given Hpt ´ 1q, we can estimate Hptq by first setting

bT “ g
`

pPptqHpt ´ 1qq#x̃ptq
˘

, (19)

at line 3 in Algorithm 1 of our proposed NL-PETRELS

algorithm, then obtaining Hptq as the output of the algorithm.

To extract Aptq and Cptq from Hptq, we use the bi-SVD

method as in [6]:

aiptq “ HT
i ptqcipt ´ 1q, (20)

ciptq “
Hiptqaiptq

‖ Hiptqaiptq ‖
, (21)
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with i “ 1, . . . , R. Note that each column of Hptq is the

result of vectorising rank-1 matrix: Hiptq “ unvecpaiptq b
ciptqq. Thus, estimating vectors ciptq and aiptq corresponds

to extract the principal left singular vector and the conjugate

of the principal right singular vector of matrix Hiptq.

Finally, we re-estimate bT ptq as

bT ptq “ rPptq pAptq d Cptqqs# x̃ptq. (22)

We note that when NNZP is small, computing

rPptq pAptq d Cptqqs# is fast because only non-zero

rows of Hptq are used in the computation.

III. EXPERIMENTS

In this section, we present selected experiments to illustrate

the effectiveness of proposed algorithms. First, we assess

tracking performance of the NL-PETRELS subspace tracking

algorithm, using simulated data. Then, we illustrate how the

NL-PETRELS-based PARAFAC tracking algorithm can be

applied to real EEG data [19].

A. NL-PETRELS subspace tracking

To assess the accuracy of subspace estimation, we use (2)

to generate simulated data and the following least-squares

performance index [20]:

SEPptq “
trtWH

i ptqrI ´ WexptqWH
ex ptqsWiptqu

trtWH
i ptqpWexptqWH

ex ptqqWiptqu
, (23)

where Wi is the estimated subspace at the i-th run, and Wex

is the exact subspace weight matrix computed by orthorgonal-

ising A. The result is shown in Fig. 2.

We also assess performance through matrix completion ex-

ample [15], as shown in Fig. 3. The MATLAB implementation

of this experiment is downloaded from the web page of the

first author. To assess convergence rate, we modify the codes to

generate a sudden change of subspace at time instant 10, 000.

Moreover, a noise level at 10´3 is added. In this experiment,

normalized subspace error is used as performance index. For

more details, we refer the reader to [15].

Parameters in both experiments are summarised in Table I.

NNZP “ 0.1 corresponds to only 10% observation data

Algorithm 2: NL-PETRELS-based PARAFAC track-

ing

Initialization: Hp0q, R´1
m p0q “ IR, Ap0q, Bp0q, Cp0q

1 for t “ 1 : T do

2 rHptq,R´1
m ptq,bT ptqs “

NL-PETRELS
`

x̃ptq,Hpt ´ 1q,R´1
m pt ´ 1q

˘

3 for i “ 1 : R do

4 aiptq “ HT
i ptqcipt ´ 1q

5 ciptq “
Hiptqaiptq

‖ Hiptqaiptq ‖
6 end

7 bT ptq “ rPptq pAptq d Cptqqs# x̃ptq
8 end
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Fig. 2. NL-PETRELS subspace tracking performance.
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Fig. 3. Adaptive subspace tracking performance.

TABLE I
EXPERIMENTAL PARAMETERS

n p T NNZP
500 10 5000/20000 0.1

used. We used default parameters of PETRELS to have fair

comparison in both experiments.

We can see that in both experiments, when PETRELS and

NL-PETRELS converge, they have the same performance.

However, NL-PETRELS outperformed PETRELS in terms of

convergence rate (first 1, 000 samples in the first experiment,

and 2, 000 samples in the second one) and in presence of

sudden change of subspace.

For non-linear characterization of the NL-PETRELS sub-

space tracking algorithm, as discussed in [18, Chapter 12],

minimizing the non-linear cost function in (4) does not provide

a smaller least mean square error than its linear version. This

characterization also keeps in the situation of incomplete data

and was confirmed by our experiments.

ISMICT2018

Copyright © 2018 by IEEE - All Rights Reserved. 117



Time

10 20 30 40 50 60 70

F
re

q
u

e
n

c
y

10

20

30

40

50

60

Measurements

0 5 10 15 20 25 30

C
o

e
ff

ic
ie

n
ts

-1.5

-1

-0.5

0

0.5

1

Time

10 20 30 40 50 60 70

F
re

q
u

e
n

c
y

10

20

30

40

50

60

Measurements

0 5 10 15 20 25 30

C
o

e
ff

ic
ie

n
ts

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Time

10 20 30 40 50 60 70

F
re

q
u

e
n

c
y

10

20

30

40

50

60

Measurements

0 5 10 15 20 25 30

C
o

e
ff

ic
ie

n
ts

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

(a) CP-OPT for full data
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(b) CP-WOPT for incomplete data
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(c) NL-PETRELS based PARAFAC tracking for incomplete
data

Fig. 4. Estimates of loading matrices A, B, C using CP-WOPT and our proposed NL-PETRELS PARAFAC tracking.

B. NL-PETRELS based PARAFAC tracking from incomplete

EEG data

We use the EEG dataset provided in [19], which records

gamma activation during proprioceptive stimuli of left and

right hands. The dataset includes 28 measurements of 14

subjects. For each subject, left and right hands are stimulated

and recorded by 64 EEG channels.

The EEG data are represented by a tensor of three dimen-

sions: channel ˆ time-frequency ˆ measurement. To create the

time-frequency image from the EEG signal in each channel,

the continuous wavelet transform was used [19]. This time-

frequency matrix is then vectorised to form a vector of length

4392. Therefore, the size of the tensor is: 64 ˆ 4392 ˆ 28.

We compare our NL-PETRELS-based PARAFAC tracking

algorithm with the CP-WOPT algorithm in [21]. CP-WOPT is

a batch algorithm for incomplete data. Accordingly, we process

the data in a similar manner. The tensor is centered (demeaned)

across the channels. The rank of the tensor is R “ 3. To

create the situation of incomplete data, for each measurement,

data from randomly selected 20 channels are discarded. Dif-

ferent from CP-WOPT is the ability to deal with streaming

data of our proposed algorithm. The implementation of this

experiment used several MATLAB toolboxes: Tensor [22],

Poblano [23], and EEGLAB [24].

The adaptivity is done along the second dimension (time-

frequency), as if each EEG time-frequency image is vectorised

and the resulting vector of data is being streamed. To initialize

our algorithm, we run CP-WOPT with the first 1500 slices, i.e.,

tensor with size of 64 ˆ 1500 ˆ 28. This is known as batch

initialization [3] and is necessary to make algorithm converge.

We have experimentally observed that random initialization

may cause algorithm diverge for the EEG data.

The results are given in Fig. 4. Three rows in each sub-figure

correspond to three PARAFAC components (R “ 3), i.e. the

first, second and third columns of the loading matrices. In each

row, the 3-dimensional head, the time-frequency representation
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and the bar plot correspond to the i-th vectors of the loading

matrices A, B and C respectively, i “ 1, 2, 3. Fig. 4 illutrates

the estimation of the loading matrices A, B, C, using CP-

WOPT in (a) for full data and (b) for incomplete data and

(c) using our proposed NL-PETRELS PARAFAC tracking for

incomplete data, showing that our algorithm can track the

loading matrices successfully.

In our experiment, for illustration purposes, the way we

created the EEG tensor is offline, that is applying the con-

tinuous wavelet transform for the whole duration of the EEG

signal in each channel and performed the tracking as if we

gradually received data from this whole time-frequency vector.

In practice, it would be more appropriate to perform the

wavelet transform in real-time [25]–[28], as the time samples

of an EEG signal is being recorded.

IV. CONCLUSION

In the context of using tensor decomposition in challeng-

ing situations where the observed data are streaming and

incomplete, we have proposed a non-linear formulation of the

PETRELS cost function and based on which we proposed NL-

PETRELS subspace and tensor tracking algorithms. While the

performance of the NL-PETRELS subspace tracking algorithm

was investigated and shown to be better than PETRELS in

terms of convergence rate, the NL-PETRELS based PARAFAC

tracking algorithm was illustrated for tracking multi-channel

incomplete EEG data, represented by a tensor of three dimen-

sions: channel ˆ vectorised time-frequency ˆ measurement.

The algorithm successfully tracked the data even when data

from 20 out ouf 64 channels were missing. Investigation on

the performance of the proposed tensor tracking algorithm by

itself and with respect to the presented type of EEG tensor is

necessary, as well as on different types of EEG tensors.
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Abstract—The photoplethysmography(PPG) waveform is a 
pulsatile physiological waveform reflecting the blood volume 
changes attributed to cardiac synchronous activities, and with the 
lower frequency waveform components attributed to respiration, 
sympathetic nervous system activities and thermoregulation. 
Therefore, PPG waveforms are commonly used as non-invasive 
approach to extract cardiorespiratory signals such as heartbeat 
and respiration rate. The existing methods either only estimate the 
respiration rate or sensitive to noises. In this paper, an algorithm 
based on variational mode decomposition with principal 
component analysis (VMD-PCA) is proposed as a novel approach 
to both recover the respiration signal (RS) and estimate 
respiration rate (RR) from PPG signal. Some 80 PPG samples 
from the MIMIC database (Physionet ATM data bank) are used 
to validate the performance of our algorithm. The results are 
examined with respect to the capnograph-based respiration signal 
as the ground truth. The performance measurement matrix is 
composed of mean normalized root mean square deviation 
(NRMSD), magnitude squared coherence (MSC) and Pearson’s 
correlation coefficient (PCC) with values of 0.434, 0.382 and 0.209 
respectively. The proposed method has also achieved 6.67 and 3.34 
times faster than EEMD-PCA and EWT-PCA algorithms 
respectively. 

Keywords—Variational mode decomposition, Respiration rate, 
non-invasive technology, PPG 

I.  INTRODUCTION 

The photoplethysmography (PPG) signal is a non-invasive 
technique which has been widely used to monitor clinic 
information. Recently, low cost, non-invasive PPG sensor 
empowered portable wearable devices have sprung up 
prosperously. In addition to heartbeat information controlled by 
heart activities, the respiration information carried in the PPG 
signal has also drawn great interests among researchers for their 
potential of real-time measurement and cardiorespiratory 
diseases diagnosis.[1][2][3] To extract the respiration signal 
accurately and fast from PPG signal simultaneously along with 
other vital signals, digital filtering[4][5][6], wavelet transform[7][8][9], 
time domain analysis[10][11][12], time-frequency analysis[13][14] 
were reported in literatures. Most algorithms require heavy 
computational resources and this becomes inevitable challenges 
when adopting the algorithms on the resource constraint 
wearable devices. 

Huang et al have proposed a direct time data series method, 
the empirical mode decomposition (EMD) on decomposing PPG 
into several Intrinsic Mode Functions (IMFs) [15]. The EMD not 
only calculated the respiration rate but also estimated the 
respiration signal during the process. However, the 
performances are degraded in the presence of noise.[16] 

Wu and Huang et al proposed the Ensemble Empirical Mode 
Decomposition(EEMD) to overcome disadvantages of EMD 
like mode overlap and noise-sensitive.[17] But EEMD is a 
stationary recursive decomposition approach. J. Gilles proposed 
Empirical Wavelet Transform (EWT) to avoid mode overlap.[19] 
However, it was lack of theoretical analytics. K. Dragomiretskiy 
proposed Variational Mode Decomposition (VMD) with 
theoretical proof which is a non-recursion decomposition, 
overcomes mode overlap, and reduces computational cost and 
maintains good robustness. 

In this paper, we introduced a new approach for estimating 
simultaneously the RS and RR from PPG signal based on VMD 
with principal component analysis (VMD-PCA). Compared to 
EEMD-PCA[17][18] and EWT-PCA, VMD-PCA has achieved as 
superiorly as others in respect to metrics NRMSD, MSC and 
PCC with much less computational cost required. 

The paper is organized as follows. Section II introduces data 
source and adaptive signal decomposition methods. Section III 
defines the comparison matrix used in this work. Section IV 
presents the results and the paper is concluded in Section V. 

II. DATA SOURCE AND METHODOLOGY 

A. Data 

The MIMIC database contains 72 subjects with over 100 
samples for each. Each sample was composed of three ECG 
signals sampled at 500 Hz, and PPG signal, capnograph-based 
respiration signal each sampled at 125 Hz.[22] In this study, we 
extract 80 epochs of simultaneous PPG signal and respiration 
signal with 160s (20000 sample points) each from the MIMIC 
database to evaluate the performance of our proposed algorithm 
in respect to three existing adaptive signal decomposition 
methods. 

B. Adaptive signal decomposition methods 

The EEMD, EWT and VMD are three well-known adaptive 
signal decomposition methods that can decompose original time 
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series signals into combinations of Intrinsic Mode Functions 
(IMFs) as principal modes and residual ones. Each of IMF 
represents a specific physical or artificial signal. A process time 
series 𝑒(𝑡) can be described as 

𝑒(𝑡) = ∑ 𝑢(𝑡) + 𝑟(𝑡)ே
ୀଵ   ⑴ 

where 𝑢(𝑡) is an IMF, 𝑖 = 1,2,3 … 𝑁, 𝑁 is the number of 
IMFs and 𝑟(𝑡) is residual.[20] 

The EEMD develop process can be summarized as below: 
(1) add white noise series to the targeted data; (2) decompose the 
data with added white noise into IMFs; (3) repeat (1) and (2), 
but with different white noise series added at each time; (4) 
obtain the (ensemble) means of corresponding IMFs of the 
decompositions as the final result.[17] 

Compared with EMD, the added white noise series in EEMD 
cancel each other, and the mean IMFs stays within the natural 
dyadic filter windows, significantly reducing the chance of 
mode overlap and preserving the dyadic property.[16][17] 

The EWT algorithm was developed to extract the principle 
modes based on segmentation of Fourier spectrum. The main 
idea is to build a wavelet filter bank based on Fourier supports 
detected from the information contained in the processed signal 
spectrum, such as detecting the local maxima. 

The EWT approach gives a more consistent decomposition 
while, generally, the EMD exhibits too many modes, which are 
sometimes really difficult to interpret. Another advantage of the 
EWT compared to the EMD is that people can adapt the classic 
wavelet formalism to understand it.[19] 

The VMD algorithm decomposes a signal into an ensemble 
of band-limited IMFs. Comparing to existing decomposition 
models, VMD refrain from modeling the individual modes as 
signals with explicit IMFs.[25] 

C. Decompose PPG signal 

 
Fig. 1. Overview of RR extraction method 

The overview of RS estimation method is illustrated in Fig. 
1. The processes can be generally divided into four steps: (1) 
Decompose PPG signal. (2) Select intrinsic mode functions 
(IMFs) according to frequency. (3) Apply PCA on the selected 
IMFs and obtain RS. (4) Calculate RR according to the first 
principal component (PC). The details of those four steps are 
described below. 

1) Apply time series decompositions 
Three decompositions, EEMD, EWT and VMD have been 

implemented in many fields of application, e.g. medical, 
mechanics, and geophysics.[20] PPG signal can be decomposed 
into several IMFs by applying EEMD, EWT, VMD separately. 
The source code of these three methods were available.[21][23][24] 
These IMFs demonstrate the physical meaning to the greatest 
extent possible. 

2) Select candidate IMFs 
After executing decompositions and obtaining IMFs, 

artifacts and noisy IMFs could be identified by frequency ranges 
and filtered out. Specifically, PPG signal consists of cardiac 
activities in frequency (1-2 Hz) and respiration signal in 
frequency (0.2-0.4 Hz). Apply fast Fourier transform (FFT) on 
each IMF and calculate the dominant frequency. IMFs with a 
frequency higher than 0.8 Hz were dropped as noise and the rest 
of IMFs with a frequency lower than 0.8 Hz were selected for 
further processing. 

3) Apply PCA on the selected IMFs 
PCA uses an orthogonal transformation to convert a set of 

observations of possibly correlated variables into a set of values 
of linearly uncorrelated variables called principal components. 
This transformation is defined in such a way that the first 
principal component has the largest possible variance. 

 
Fig. 2. Applying PCA on candidate IMFs 

We constituted data set as below: 

𝑋 = ൣ𝐼𝑀𝐹ଵ
் , 𝐼𝑀𝐹ଶ

் , 𝐼𝑀𝐹ଷ
் , … , 𝐼𝑀𝐹ே

்൧  ⑵ 

where 𝐼𝑀𝐹ே is 1 × 20000 dimensional matrix derived from 
signal decomposition. By applying PCA, 𝑋 was converted into 
a new matrix 𝑌 ordered by descent of feature values. The larger 
feature value is, the more the 𝐼𝑀𝐹 dominates 𝑋. Hence the first 
column of 𝑌 was selected as the estimation RS. Each column of 
𝑌 was drawn sequentially in Fig. 2.                                                                                                                                                                              

4) Calculate RR 
The frequency of respiratory rate (𝑓ோோ) can be calculated by 

applying FFT on the estimated RS. 𝑓ோோ was converted to RR by 
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Eq. (3). Reference RR was calculated from capnograph-based 
respiration signal in the same way. 

 𝑅𝑅 = 𝑓ோோ ∗ 60(𝑏𝑟𝑒𝑎𝑡ℎ𝑠/𝑚𝑖𝑛)  ⑶ 

III. PERFORMANCE ANALYSIS 

We calculated Magnitude Squared Coherence (MSC), 
Pearson's Correlation Coefficient (PCC) and Normalized Root 
Mean Square Deviation (NRMSD) of VMD-PCA based on RS 
with reference respiration signal, details of these metrics are as 
below:  

MSC is a statistic indicator used to examine the relation 
between two signals in the frequency domain. The Coherence 
between the reference respiration signal 𝑟(𝑡) and estimated RS 
𝑒(𝑡) from PPG is calculated as follows: 

𝐶(𝑓) =
|ೝ()|మ

ೝೝ()()
   ⑷ 

Where 𝑃(𝑓)  is the Cross-spectral density between 𝑟(𝑡) 
and 𝑒(𝑡), 𝑃(𝑓) and 𝑃(𝑓) are the spectral density of the 𝑟(𝑡) 
and 𝑒(𝑡) respectively. Values of MSC will always satisfy 0 ≤
𝐶 ≤ 1 . For an ideal constant parameter linear correlation 
between 𝑟(𝑡)  and estimated RS 𝑒(𝑡) , the coherence will be 
equal to one. 

PCC is a number that quantifies the linear correlation 
between two variables X and Y. It has a value between +1 and 
−1, where 1 is a total positive linear correlation, 0 means no 
linear correlation, and −1 is a total negative linear correlation. 
PCC is defined as: 

 𝜌 =
௩(,)

ఙೝఙ
   ⑸ 

Where, 𝐶𝑜𝑣(𝑟, 𝑒) represent the covariance of 𝑟(𝑡) and 𝑒(𝑡), 
𝜎୰  and 𝜎  are the standard deviation of 𝑟(𝑡)  and 𝑒(𝑡) 
respectively. [26][27][28] 

NRMSD is a frequently used metric of differences between 
values (sample and population values) predicted by a model or 
an estimator and the values actually observed. The equation for 
estimating NRMSD is given below: 

𝑁𝑅𝑀𝑆𝐷 =
ට

∑ (()షೝ())మ
సభ



ೌೣି
  ⑹ 

where 𝑟௫ is the maximum of reference signal and 𝑟 is 
the minimum of reference signal. 

IV. RESULT AND DISCUSSION 

The estimated RS from the same PPG signal by EEMD-PCA, 
EWT-PCA, VMD-PCA respectively is shown in Fig. 3 together 
with original PPG signal and capnograph based respiration 
signal. It’s obvious that each estimated RSs are analogous to the 
reference respiration signal to some extent. 

 
Fig. 3. PPG signal, Capnograph based respiratory signal and estimated RS by 

EEMD-PCA, EWT-PCA, VMD-PCA. 

 
Fig. 4. MSC, |PCC|, NRMSD value of EEMD-PCA 

 
Fig. 5. MSC, |PCC|, NRMSD value of EWT-PCA 
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Fig. 6. MSC, |PCC|, NRMSD value of VMD-PCA 

A. RS estimation performance 

Each value of MSC, PCC, NRMSD between estimated RS 
and reference RS were plotted in Fig. 4, Fig. 5, Fig. 6. There was 
consistency in decomposition ability for each method. 

TABLE 1. THE MEAN VALUE OF MSC, |PPC|, NRMSD 

Method MSC |PCC| NRMSD 
EEMD-PCA 0.387 0.217 0.433 
EWT-PCA 0.399 0.208 0.413 
VMD-PCA 0.392 0.213 0.434 

The results shown in Table 1 indicate that EEMD-PCA, 
EWT-PCA, and VMD-PCA all have achieved a similar level 
performance in terms of the measurement index where EWT-
PCA performs the best in respect to MSC and NRMSD, and 
EEMD-PCA has the highest |PPC| value. Although VMD-PCA 
is not ranked as the highest in the indicators, the mean values of 
each metrics have illustrated that VMD-PCA presents as good 
decomposition ability as others. 

 
Fig. 7. Respiration rate results 

B. RR estimation performance 

The RR calculated from estimated RS extracted by EEMD-
PCA, EWT-PCA, VMD-PCA were depicted in Fig. 7 along with 
the reference RR. All algorithms have achieved a similarly high 
accuracy rate. The estimated RR graphs are mostly overlapped 
with the reference one, with deviations 0.00390630, 0.00390598 
and 0.00390625 respectively. 

C. Computational cost 

The data processing platform has been carried out on a 
Windows 10 64 bits desktop PC with Intel(R) Core(TM) i5-4570 
CPU @ 3.20GHz. 8.00GB (7.88 GB Available) RAM. Table 2 
has listed the time consumed by each method to process the 80 
samples with 160s length each. VMD-PCA took roughly 1/3 of 
the time used by EWT-PCA and 1/6 that of EEMD-PCA. As for 
the wearable device, the duration of input could be reduced from 
160s to 30s or even shorter when the VMD-PCA algorithm is 
implemented. Hence the process time to report the first 
respiration becomes roughly 10 seconds. Furthermore, the 
computation can be off load to tablet or cloud server such as the 
Verity device[29]  to balance the performance and power 
consumption.  

TABLE 2. TIME CONSUMPTION OF EACH METHOD 

Method Total Time (80 samples) Time (1 sample) 

EEMD-PCA 30209.714s 377.621s 
EWT-PCA 15121.785s 189.022s 
VMD-PCA 4527.807s 56.597s 

V. CONCLUSION 

In this paper, we have derived a novel algorithm VMD-PCA 
for estimating RS and RR simultaneously whilst existing 
methods only extract RR from PPG signal but not RS. In 
addition to achieving high accuracy, VMD-PCA is 6.67 times 
faster than EEMD-PCA and 3.34 times faster than EWT-PCA. 
This advantage has made VMD-PCA suitable for portable and 
wearable devices.   

Future work will be applying the algorithm to other 
cardiovascular or cardiorespiratory signals, such as ECG and 
pulmonary sound analysis, particularly with a focus on the 
wearable device based cardiac disease diagnosis. 
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Abstract— Nowadays, mobile technologies and in 

particular the Internet of Things (IoT), data and machine 

learning technologies can have a positive impact on the way we 

manage our health. This paper focuses on Asthma, a condition 

that affects 10% of Australians. This research collects and 

analyses data about air quality using New South Wales regional 

area data and data obtained from our faculty smart building 

(UTS building 11). Based on a persons location and travel plans, 

we analyze the Air Quality Index (AQI) and provide a 

personalized and localized feedback to individuals living with 

asthma and help them manage their condition better. 
 

Keywords— Asthma monitoring; mobile technology; wearable 

technology; machine learning; data analysis; personalised 

feedback; 
 

I. INTRODUCTION  
   According to The Global Asthma Report 2014, more than 

334 million people have asthma worldwide [1]. In Australia, 

approximately 10% of the population suffers from the disease 

[2].  For many people living with asthma, the onset of 

symptoms is a direct result of environmental factors, or 

factors relating to the individual’s physical condition. In the 

United States, asthma has seen an increased prevalence of 

asthma in all ages, from 7.3% (20.3 million people) to 8.2% 

(24.6 million people) over the last decade [3]. In the United 

States, asthma is the most common chronic disease among 

youth [4] and carries an economic burden of $56 billion [5]. 

According to the Australian Bureau of Statistics (ABS), 

Asthma affects approximately 2.3 million people in Australia 

with $655 million spent on asthma in 2008-2009; or 

approximately 0.9% of all direct health spending on diseases 

[6]. 
 
   As the prevalence of asthma is increasing, and with no 

known cure, there needs to be further research into how the 

disease can be managed and controlled more effectively. 

Studies have shown that there are several environmental and 

physical triggers to asthma. The environmental factors that 

are known to trigger or exacerbate asthma symptoms are 

extreme temperatures, extreme humidity or dryness, air  

pollution, pollen, smoke, and mould [7,8]. However, the 

effect of these environmental factors varies on a per patient  

basis. There is also a relationship between physical activity 

and asthma that can impact daily living [9]. Cardiorespiratory 

performance of asthmatic patients is suboptimal, but 

medically supervised physical activity can produce beneficial 

results for those who have asthma. Insufficient sleep and poor 

sleep hygiene can lead to increased asthma symptoms the 

following day, and Asthma also affects sleep [10]. 

The top factors contributing to asthma susceptibility were 
factors based on physical activity and work stress [11] 
[10] . Some popular examples of wearable fitness tracking 
devices are Fitbit, Garmin, and Jawbone. Data can also be 
tracked directly within a smartphone, such as the GPS 
location and manual input, and aggregated with additional 
data such as weather forecast. Web pages such as 
www.weatherzone.com.au allow for developers to access 
these attributes via their API. The increased adoption of 
wearable fitness tracking devices acquires the subsequent 
metadata to assist asthma sufferers proactively manage their 
condition. 
 

Air Quality Index (AQI) is the term used by the authorities 

to express recent air quality and to provide a prediction of air 

quality. Using environmental data available on the cloud, 

wearable fitness tracking devices, building sensory 

equipment, peak flow meter data, and location-specific 

information, our architecture presents how asthma can be 

monitored with tailored feedback and up-to-date asthma 

management plan for individuals and empower asthma 

sufferers by giving them relevant information when needed. 
 

The Internet of Things (IoT) has enabled buildings and 
homes to be more connected [12]. At UTS building 11, 
building sensors are typically used to determine occupancy 
levels and energy efficiency [12]. Some of the indoor 
building conditions such as oxygen levels, smoke detection, 
temperature, humidity and levels of indoor air pollutants can 
be obtained from these building sensors, which have a direct 
influence on asthma [13]. Building sensors can be useful in 
assessing exposure and identifying environments that are 
causing asthma attacks both short and long-term. 
   There are two types of asthma such as asthma caused by 

allergens, and asthma caused by air quality, stress, physical 

activity and weather conditions [2]. Air quality is one of the 

triggers of asthma that is caused due to the presence of air 

pollutants in the air. However, some asthma patients have 

varying levels of tolerance to the triggers mentioned above  
[3] [4]. Elevated levels of Ozone (O3), PM2.5, and PM10 also 

cause long-lasting lung diseases in people living with asthma  
[5]. Web pages such as www.environment.nsw.gov.au 

provide expected air quality for the regional areas of NSW. 

In Australia, bushfires instigate an adverse impact on air 

quality. Air quality is typically elevated in the presence of 

smoke and particulate materials. This is the reason asthma 

sufferers need attention while they are outdoor [11]. Various 

surveys and studies are conducted through social media such 

as Facebook, Twitter to investigate the degree of people 

living with asthma in Australia [8]. With the help of the 
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Fig. 1.  Smart Asthma Monitoring Architecture 

analysed data, about 75% of asthma patients are shown using 

broadcasting forewarns to change their outdoor activities [9]. 

 

The sensors are embedded within electronic devices to 

detect the air quality, humidity and weather, thereby alerting 

the users whether to stay indoors or outdoors [31]. There are 

also sensors that detect the number of times inhalers are used 

by the patients, therefore keeping track of their inhaler usage. 

The Smart Peak Flow device is a recently developed device 

for smartphones that has a propeller that rotates when the user 

blows and connects the reading with the smartphone 

application [28]. AQI indications on smartphones are on 

research, but the other applications such as smart peak flow 

are high in use. The mobile interfaces have been developed 

to connect Global System for Mobile communications 

(GSM) with the cell identities of the users to show the 

pollution reports to the users [29,30]. 

 
There are currently some asthma management 

smartphone apps available, including AsthmaMD, which 
allow users to manage their asthma and record vital 
information including medication, action plans and reminder 
systems [14]. Many of these apps require the manual input of 
data, such as peak flow measurements, height, weight, and 
age, then predict the risk of acute asthma symptoms occurring 
based on this data [15,16,17]. 
 

There are a considerable amount of projects that currently 
focus on asthma management. However, these plans focus on 
providing notifications to the users using sensors that can 
only function efficiently in a regulated environment. If the 
individual is present in a pervasive environment, their 
performances are limited, and air quality is overlooked in 
these asthma management applications (For instance, 
Propeller – Measures inhaler usage, Asthma Buddy – Traces 
variations in symptoms). 
 

In this paper, we propose an architecture for smart asthma 

management. It collects data using Microsoft Excel and 

analyses data using MATLAB, thereby gives feedback to 

provide localized and personalised smart asthma monitoring. 

 

   In section 1, the paper presents a Smart Asthma Monitoring 

(SAM) architecture. In Section 2, it discusses the data 

collected from multiple sources and their aggregation. In 

Section 3, it focuses on the data analysis and section 4 on the 

feedback. The conclusion summarises our focus on using the 

personalised feedbacks to make the necessary changes such 

as while the individuals are in the indoor environment. The 

paper is based on our current research work on air quality in 

the NSW regional areas, UTS building 11 and mobile 

personalised health monitoring. 
 
 

II. ARCHITECTURE 
 
   Our proposed architecture for SAM is presented in figure 1. 

It uses an App and cloud services to collect and aggregate the 

data relevant to the individual, analyse the data using both 

machine learning and health professional expertise and 

provide personalised feedback. The feedback includes 

reminders such as regular medications, upcoming sports 

activity. The feedback also includes localized information 

about asthma triggers such as pollution levels and shows the 

high-risk locations that have triggered asthma attacks for 

them or even people like them. These feedbacks make it 

easier for users to keep track of their asthma. The architecture 

could warn hospital of the need for extra hospital beds; it 

could even deliver the medicine, pre-emptively change the 

medication and act on the smart environment (close car 

windows and start the air purifier).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

III. COLLECTION AND AGGREGATION 
 

By embedding the air quality sensors with computing 

software such as MATLAB, IoT technology enhances the 

accuracy and efficiency by providing feedback to the 

individuals through smart devices based on the analysed data. 

This allows to connect and interact with the data. 
 

Microsoft Excel spreadsheets are considered beneficial 

for data collection, especially when the collected data is used 

for data analysis. Excel as a data collection tool can retrieve 

definite information regardless of user interference. Data 

collection and storage is done certainly where the data 

cleaning is more accessible in excel compared to other data 

collection tools [23]. 

 

   The indoor environment settings such as Oxygen (O2), 

Carbon dioxide (CO2), Hydrocarbons (HO), dust particles 

and air pollutants are attained from the building sensors of 

UTS building 11 that help with indicating the conditions that 

should be avoided for people living with asthma. The outdoor 

AQI in New South Wales (NSW) is composed of O3, 

Nitrogen dioxide (NO2), Visibility (NEPH), Carbon 

monoxide (CO), Sulphur dioxide (SO2), PM2.5 and PM10 

[25] which are obtained from the sensors installed by NSW 

Office of Environment and Heritage.
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Data collection is done using Microsoft Excel for a user-

specified period. For the outdoor environment, the data is 

collected between the time specified by user. The user can 

select the location for which they require the personalised 

feedbacks. The users can also select the time frame and exact 

time for which they require the personalised feedbacks. The 

sensors collected the data continuously and based upon the 

data collection through Microsoft excel. Upon the user’s 

selection of the date, time and location, MATLAB analysis 

the data and accordingly the feedbacks are provided to the 

users. 

 

   For instance, if 4.00 PM to 5.00 PM is selected since it is 

the peak time involving heavy transports and a substantial 

number of people are travelling outdoors, the same time and 

dates can be followed for the indoor environment and case 

study as well.  
1. The data collected for outdoor environment is gathered 
from the website http://www.environment.nsw.gov.au/  
2. The data collected for indoor environment is inferred from 

the website https://eif-research.feit.uts.edu.au/, where the 

data is obtained from the building sensors of UTS building 

11.  
 

Data cleaning is not necessary for the outdoor environment. 
However, for the indoor environment, a huge volume of data 
is recorded from the sensors. Therefore, the excel functions 
such as =max(x:y) and =min(x:y) are used for data cleaning. 
For the indoor environment, the data that is obtained from the 
sensors are raw data except for air pollutants and hence they 
are standardized to parts per million (ppm) for CO2, HO, and 
percentages for O2. 
 

On a typical day, SAM collects the air quality data from the 

indoor, outdoor environment and the location of travel, to 

provide personalised feedback to the individuals. The user 

controls the feedbacks of the location. That is, for instance if 

the user wants to obtain feedback on air quality from 

Randwick to Rozelle, she can get that required feedback. The 

user is in control of the data she wants to collect locally and 

whether she wishes to share it or not and with whom. She can 

enter data manually and annotate a reading by adding 

comments and contextual information, such as extra- 
performed activities. SAM can also obtain data from sensors 

and wearable around the user and in the cloud. 

 

   Quality of the data obtained from the various sources may 

not always be accurate and reliable. It is therefore important 

to tag the data collected and take the data quality into account 

when deciding. The required quality and source of the data 

are dependent on the individual patient’s susceptibility. Once 

a patient has developed a historical data pattern, this can be 

used to determine the quality of the attribute relative to that 

person. 

 
IV. DATA ANALYSIS 

 
   Previously, AQI has been calculated mathematically, 

which is currently replaced by data analysis practices [22]. 

The data analysis is done using MATLAB, which analyses 

the collected data from outdoor regional areas of NSW and 

the indoor UTS buildings that are embedded to provide the 

personalized feedback to the individuals. MATLAB is a 

mathematical, analytical software that can handle processing 

of real-time data using microcontrollers such as Arduino 

UNO and electronic sensors. Data analysis with MATLAB 

software is efficient since excel can be read into MATLAB 

and Matlab handles a high volume of data with lesser delay 

[24]. 
 

Data analysis is done using MATLAB. The data from 
Microsoft excel are read into MATLAB using the function  
“aqi=xlsread('Excel_filename,'sheet_number')”. For 
instance, to read the AQI data of Randwick region, the  
following function is used, 

Randwick=xlsread('Excel_filename','sheet_number,'cell_nu 
mber'); 

 

Upon data analysis, IoT helps the users directly connect 

with the environment they belong in and provides 

personalized feedback on the air quality in their location. The 

users can select their means of storage, whether on their 

mobile devices or on the cloud. Depending on the history of 

storage, feedbacks can regularly be provided. 

 

In addition to that, various other conditional functions are 

used to compare the collected data to the threshold levels. In 

case of the indoor environment, there are different conditions 

for different elements which are detailed in the results 

section. Based on the analysis, some of the outdoor regions 

have frequently been identified to have an elevated AQI 

level. While some outdoor regions are marked safe for most 

of the time. The cases are detailed in the result section. 

 

 Table I 

  

AQI Personalised feedback 

  

0 - 33 Very Safe to travel Outdoor 

  

34 - 64 Safe to travel Outdoor 

  

65 – 99 Sensitive people advised staying 

 indoors 

 
100 - 149 Poor air quality. Sensitive people 

 highly advised to stay indoors 

150-199 Warning levels of air quality. Sensitive 

 people must stay indoor 

200 Hazardous levels of air quality. 

 Sensitive people must avoid outdoor 
 activities 

 a. Conditions for outdoor air quality analysis 
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The air quality analysis for the outdoor environment is done 

based on the above conditions. For an outdoor location showing 

the air quality index obtained from the website NSW Office of 

environment and heritage, the above feedbacks will be provided 

to the users upon their selection of location. 
 

Table II 
 

Indoor Quantity Personalised feedback 

elements present     

 indoor     

  380 ppm to Ventilation is required.  

 398 ppm     

Carbon 399 ppm Immediate ventilation 

dioxide and above required.   

 360 ppm The area is well- 

 and below   ventilated.   

 35ppm to People sensitive to CO 

 399ppm concentration need  

    attention  

 400ppm Dangerous levels of  

 and above carbon monoxide.  

Hydrocarbons 10ppm to Concentration is safe 

 15 ppm     

 0 to 9ppm Concentration is safest. 

   

 Below 21% Area requires ventilation 

      

 21% and Area is properly 

Oxygen above  ventilated   

 0.8 to 1.0 Air is clean.   
   

 Below 0.8 Dangerous gases may be 

Air pollutants   present.   

 Above 1.0 Air   is   clean, but   a 

   negligible amount of 

   pollutants may be present. 

Dust Particles 0.1 and No dust particles are 

 Below  present   

 Above 0.1 Dust particles are present. 

   Area needs attention.  

 b. Conditions for indoor air quality analysis  
 

The above table consists of the data analysis conditions for 

the indoor environment. For analyzing the air quality of 

indoor environment, we selected the location 

ES_B_08_422_7BDC. The area is selected as many students 

use the area for studying, and there are various labs and staff 

rooms in that location. There are various sensors at various 

levels at UTS building 11. For instance, ES_A_13_276_7C44 

location has dust particles detecting sensors to distinguish the 

clean air and dust particles such as cigarette smokes. 

 
If the user chooses to store data, depending upon selection 

data can be stored locally on the mobile device, on the cloud 
or on a server chosen by the user. The user opts for this 
storage option to get more intelligent feedbacks based on his 
long-term history and possibly comparing it to other citizens 
with similar conditions. Some users will accept that to get 
better insights while others will opt for less feedback and 
keep their data private. 
 

These outdoor AQI feedbacks when provided to the 
hospitals and government health experts, they can arrange the 

hospitalization facilities and medical treatments in that 
location if suddenly a high AQI break-out is prominent. 
 

Users may also opt for his clinicians to get access to their 
data and decide, for example, that there is a need to adjust 
their asthma plan. This option gives clinicians an overall view 
of their patient health and fitness data. This enables them 
making a more precise and personalised valuation. This could 
also allow the hospital to estimate how many hospital beds 
they need to reserve for victims of an asthma attack. 
 

Once the data is aggregated, it is filtered it into standard 
data sets with the required attributes for the individual. The 
rule-based engine, which is effectively a decision-making 
tree performs classification of the data. With that data, we can 
anticipate the likelihood of a flare up and inform the user 
accordingly. 
 

On the cloud, machine learning methods are used to 
classify the collective data into sub-sections based on rule 
engine’s inbuilt decision-making criteria. Machine learning 
can not only help classify asthma factors and management but 
also can be used in understanding more factors that may 
trigger an asthma attack, the level of influence it may have on 
the patient and the relationship between these factors and 
emergency department visits. Classification and Regression 
Trees (CART) is a tree building technique and is used in 
generating clinical decision rules [18]. 
 

An important aspect of SAM is that health professionals 
are not left out of the system. They are important players in 
the data analysis and the personalized feedback provided to 
the system and to its users. 
 

V. FEEDBACK 
 

For the feedback, we opted a user-centred approach where 

the user is in control of the way the data is presented to him. 

Triggers are personalized to the user and the app provides a 

threshold for triggering an alert. For example, the app would 

alert a user when the air quality deteriorates and raise the 

alarm if it gets hazardous. The user can either see the data in 

real-time, or just get a notification or nudge when necessary 

or even get a phone call from his doctor if he needs to do 

something. Users can opt for a nudge when needed and an 

automatic reaction from his smart space when possible 

(automatic closing/opening of doors and windows at home or 

in the car, adjustment of the air conditioning. They can select 

to have real-time analysis and get warnings and references to 

their asthma plan based on their personal threshold levels on 

several parameters (including pollen and pollution level, peak 

flow readings). Users may also be contacted by their 

clinicians to make an appointment or to adjust their asthma 

plan. Based on calendar information that contains the place 

and activities the user is planning to go to, they may also 

receive some advice to change plans (e.g.: work from home, 

exercise indoor) based on the location’s current and 

forecasted data. 
 

The regions that more regularly show elevated pollution 

levels are Chullora, Randwick, Macquarie Park, Camden, 

Bringelly, Richmond, Campbelltown, Muswellbrook, and 

Illawarra region. The regions that are always safe to stay 

outdoor are a Lower hunter (Wallsend, Newcastle, and 

Beresfield), Central Tablelands (Bathurst), North-west 

(Tamworth) and South-West slopes (Albury, Wagga Wagga 

North) and Singleton. It can also be observed that, with the 
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increase in temperature, the air quality index is also 

increasing. Therefore, the air quality index is higher on sunny 

days when compared to the other days. This feedback 

depends on the days and time. IOT allows its servers to 

remotely and locally store the information, thereby providing 

a record of their routine activities. 
 
The feedback also addresses one of the challenges: to 

identify the data that is important for a user. Part of the 
feedback from the data analysis can be to change the data 
collection (quality- or quantity- wise) based on previous 
flare-ups or patients like the users. 
 

SAM can provide personalized feedback to the individuals 

suffering from asthma based on their location and area of 
travel. IoT when embedded with the smart devices of the 

users can direct the feedbacks whether the users should stay 

indoors, travel outdoor or avoid direct exposure. 

 
 Case study is considered at the same time from the 

location Randwick to Rozelle. Upon their corresponding AQI 
the following feedbacks are provided. The air quality 
feedback for asthma plan are provided in the following 
MATLAB output,  
 
 
 

 

Fig. 2.  MATLAB output displaying personalised feedback 

 
SAM uses the results of the data analysis and the help of 

health professionals to update the individual’s asthma 
management plan or determine whether the user needs to take 
any action to address their asthma. SAM users do not need to 
refer to their asthma plan all the time manually; if they opt for 
it, the app will update them when they need to act. 
 

VI. DISCUSSION AND CONCLUSIONS 
 
   This paper portrayed our vision of how life can be improved 
for asthma sufferers through the development of a 
personalized smart asthma monitoring with a focus on air 
quality analysis. The portrayal is based on the collected data 
samples and their analysis. 
 
We aim to make life easier for those who suffer from asthma 
by creating tailored feedback and personalized up-to-date 
asthma management plans using readily available data and 
machine learning. Today, as an asthma sufferer, people carry 
around multiple medications, inhaler spacer and sensors like 
a peak flow meter and it is hard to keep track of everything. 
Our proposed architecture uses an App and cloud services to 
collect and aggregate the data relevant to the individual, 
analyze the data and provide timely and personalized 
feedback. In the near future, it could even deliver the 
medicine, pre-emptively change the medication and act in the 
smart environment. 

 
The personalised feedbacks can be based on the 

individuals’ location of travel. The feedbacks which can 
either be suggestions or warnings to the individuals can 
advise them to stay indoors based on the AQI level, advice 
the individuals to close their windshields while travelling 
through the AQI elevated locations or provide the indoor 
ventilation levels and air quality levels in UTS building 11. 
 

Several areas require further research such as using 

mathematical methods for data cleaning. The areas that do 

not require further implementation include collection of data 

in software, since they do not focus on real-time feedback. 

The future scope of the project includes, using various data 

technologies such big data technologies and machine 

learning. Therefore, real-time data can be processed and 

analysed to provide contemporary feedback to the individuals 

suffering from asthma. This development of asthma plans 

when embedded with smart systems such as smart home, 

smart transport and smart intelligent systems can provide a 

greater benefit for the asthma sufferers, thereby enabling 

them to lead a healthier life. 

 

SAM reminds asthma sufferers to take regular 

medications and informs asthma triggers such as high pollen 

count depending upon the locations. This makes asthma 

management easier, smarter and the technology is here today. 

This could decrease unnecessary visit to the emergency 

department, as most of hospital visits are preventable with 

better asthma management. SAM empowers asthma sufferers 

with their routine activities and helps health professionals to 

monitor and control asthma in an informed way. 
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Abstract—In recent years, the Internet of Things (IoT) has
constituted a driving force of modern technological advancement,
and it has become increasingly common as its impacts are
seen in a variety of application domains, including healthcare.
IoT is characterized by the interconnectivity of smart sensors,
objects, devices, data, and applications. With the unprecedented
use of IoT in industrial, commercial and domestic, it becomes
very imperative to harness the benefits and functionalities as-
sociated with the IoT technology in (re)assessing the provision
and positioning of healthcare to ensure efficient and improved
healthcare delivery. In this research, we are focusing on two
important services in healthcare systems, which are cancer care
services and business analytics/cloud services. These services
incorporate the implementation of an IoT that provides solution
and framework for analyzing health data gathered from IoT
through various sensor networks and other smart devices in order
to improve healthcare delivery and to help health care providers
in their decision-making process for enhanced and efficient
cancer treatment. In addition, we discuss the wireless sensor
network (WSN), WSN routing and data transmission in the
healthcare environment. Finally, some operational challenges and
security issues with IoT-based healthcare system are discussed.

Index Terms—IoT, smart health care system, (wireless) sensor
network, cancer care services, cloud services, business analytics

I. INTRODUCTION

Internet of things (IoT) technology presents promising
technological, economic, and social benefits to the evolution
of data communications and networking facilities due to
the advanced connectivity of devices, systems, and services
beyond machine-to-machine (M2M) communications. Inter-
estingly, the IoT technology has contributed to and supported
a wide range of services and applications, such as smart cities,
waste management, home automation, transportation systems,
and healthcare. It is also fuelling the development of “smart
connected things” – televisions, thermostats, medical devices,
cars, wearable technology - clothing and devices [7].

This research considers two of the various services that are
pertinent to healthcare delivery. Specifically, it is intended to
propose the application and implementation of IoT technology
in cancer care health delivery in the context of cancer care
services along with the incorporation of business analytics and
cloud services for cancer care treatments and diagnoses. The
combination of these services proffers solution and framework
for analyzing health data gathered from IoT through various
sensor networks and other smart connected devices to help

healthcare providers to turn a stream of data into actionable
insights and evidence-based healthcare decision making about
the health conditions of patients using appropriate analytics
tools to improve and enhance cancer treatments.

A. Motivation and Related Work

The motivation for this research work has been triggered by
the desire to improve the cancer care in healthcare delivery.
Hence, this has prompted the need to (re)assess the provision
and positioning of healthcare services to harness the benefits
associated with the use of IoT technology. This relatively new
trend in IoT technology will suffice in ensuring interconnec-
tivity and interoperability among the health centres, clinics,
and hospitals in various regions through network design that
will facilitate health region-wide communications. As a result,
it is argued that the use of IoT initiative will offer huge
benefits such as increased workforce productivity, overall cost
savings, enhanced Return on Investment (ROI), improved and
new business models [12], and improved collaboration with
health practitioners and patients in every service of healthcare
delivery. It is also argued that by 2019, about 87% of health-
care organizations would have adopted IoT technology with
about 76% in the healthcare industry [16]. The widespread
application of IoT in healthcare domain has been successfully
applied in a variety of services, including cancer care &
business analytics/cloud services [8], medical system (such
as clinical care – drug labelling and administration, blood
transfusion, real-time ECG monitoring, etc.) [7], [10], health
and wellness monitoring, remote monitoring system [11],
rehabilitation system [3], operational services system [2], [4],
emergency services system [4], [9], just to mention a few. In
the course of this research work, we found that most of the
papers only mentioned some of the services listed above but
none on the application of IoT in cancer care services until
a brief version of our initial work [8] has been published. In
essence, we have incorporated lots of details and proposed new
frameworks, components, and benefits not previously covered
in the implementation of IoT and cloud services in cancer care
services in this research.

B. Background of Smart Healthcare System

Adoption of IoT based healthcare systems in all the op-
erations of health industry will facilitate enhanced diag-
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Fig. 1. IoT Health Solution/System Framework.

noses/treatments and monitoring, automatic infirmity and con-
dition detecting and sensing, community health care, location-
based health care, rehabilitation, surgery and recovery, imaging
services, etc. The IoT devices will be used for communicating
between patients and those in the circle of care, and for sharing
and interconnecting healthcare network resources into the net-
work as related to the delivery of IoT-based smart healthcare
system. The healthcare resources include physicians, doctors,
oncologists, health providers, nurses, other health personnel
in the circle of care, patients, caregivers, human resources,
ambulances, emergency units, medical devices, hospital sites,
clinics, community health centres, workstation servers, smart
devices or connected things (e.g. tablets), sensors, etc. This
interconnection of resources can be achieved through various
network industry communication standards such as wireless
(short, medium and long), Ethernet with transmission control
protocol/internet protocol (TCP/IP), unique identifier (UID)
based identification, and GPS-based location technologies.

The remainder of the paper is organized as follows. Sec-
tion II discusses the framework for IoT solution. Section III
provides the methodology and analysis of the network, which
includes design basics and hierarchical architecture based on
the core, distribution, and access layouts, respectively. Also
discussed is the WSN, its routing and data dissemination in the
healthcare environment. Section IV presents the network de-
sign solutions for healthcare services using mesh hierarchical
topology. Lastly, Section V discusses the concluding remarks
and recommendations for future research.

II. IOT BASED HEALTHCARE SYSTEM FRAMEWORK

Fig. 1 represents an IoT based healthcare system framework
for the proposed network that shows the interdependencies
of various components that are impacted by the network
design methodology. The framework captures some features
and approaches to be adopted in presenting the design solution.
It also defines the way we integrate, interface, network and
transmit the network resources produced by those connected
devices from one node to another within the system.

III. NETWORK METHODOLOGY AND ANALYSIS

A. Network Design Basics and Hierarchical Architecture

It should be noted that the success of any network design is
crucial to its implementation. This is why we have paid a close

attention to the network design to ensure flaws are eradicated,
especially to project of this nature, in terms of the organization
size and the number of healthcare network resources that
are interconnected. Though, it might be difficult to design
a network that is nearly 100 percent reliable. However, we
have thoroughly determined the requirements (i.e. technical
and non-technical) in the design of the smart healthcare system
in order to decide what is considered a good design, thereby
avoiding over complication of the network design.

In addition, two categories of network architecture are
considered, namely, flat architecture and hierarchical archi-
tecture, but the focus here is on the hierarchical architecture.
Hierarchical architecture is easier to manage and expand, and
any inherent issues are more quickly solved with little or
no disruption to operation. Typically, hierarchical architecture
divides the network into three discrete layers: (1) Core Layout;
(2) Distribution Layout; and (3) Access Layout. Each of these
layers provides specic functions that dene its role within the
overall network, thereby resulting in a network that provides
modularity with the design goals of scalability (i.e. to meet the
demands for additional services), supportability, availability,
performance, redundancy, maintainability, security, tolerance,
and manageability [5]. The access layer interfaces and con-
trols the end devices (such as sensors, actuators, and IoT
connected/smart devices) and the rest of network resources
that communicate on the network.

B. Wireless Sensor Networks

The combination of the Internet, network communications,
information technology, and engineering advances have made
provision for a new generation of inexpensive sensors and
actuators, which are capable of achieving a high order of spa-
tial and temporal resolution and accuracy. Currently, network
sensor systems are seen as an important component of the IoT
technology, which has experienced rapid growth in various
applications [12], [14]. According to [12], a sensor network is
an infrastructure comprising of sensing (measuring), comput-
ing, and communication elements that gives an administrator
the ability to instrument, observe, and react to events and
phenomena in a specified environment, where the environment
can be viewed as physical world, biological system, or an
information technology system. The technology embedded in
sensors constitutes a broad range of applications in health care,
agriculture, energy, food safety, production processing, quality
of life, and many other fields. All these applications involve
sensing, collecting, and sharing data.

C. WSN Routing and Data Dissemination in Healthcare

Predominantly, the use of wireless/smart sensors and con-
nected devices plays a major part of IoT implementation.
These devices are deployed for all the services (with a few
exceptions) as they will be strategically attached to or im-
planted within human body or placed in a specific area to
monitor patient under surveillance, treatment or diagnosis in
order to collect objective measures/data. Once deployed, the
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sensor nodes form an autonomous wireless ad hoc network
which is attached to the main network.

As the application of WSNs becomes apparently useful for
various services in healthcare setting, data and information
from sensors are being transmitted and routed within the
networks from one site to another, then to the data center site
through cloud services (as will be discussed in business analyt-
ics and cloud services section). In data dissemination through
WSN, some characteristics have to be addressed such as
routing protocols from one source to another. This is necessary
to adopt appropriate routing strategy in WSNs that is capable
of managing the trade-off between optimality and efciency to
ensure computation and communication capabilities [12]. In
WSN routing, four strategies are proposed, namely: at net-
work, structure on the network, data-centric network, and lo-
cation network. But in this research, we consider the location-
based routing since it cuts across different locations where
the position of the node within the geographical coverage of
the network is relevant to query issued by the source node.
This ensures cost effective routing approach geographically
due to its low overhead and localized interaction [12], and it
offers the possibility of including several routing algorithms
for data dissemination. The geographical WSN routing and
data transmission from WSNs in a clinical setting is illustrated
in Fig. 2, where each node of the sensor forwards data to the
destination located at the data center within the network.

D. Proposed IoT-Based Healthcare Services and Applications

In the design of network, there is a variety of network
topologies for network communication. Since the desire is
to identify the best solution that meets the needs of a smart
healthcare system, a full mesh topology is proposed. In this,
every node in the network has a connection to each of the
other nodes (i.e. all nodes cooperate in the distribution of data
thus allowing for most transmissions to be distributed, even
if one of the connections goes down) [5]. The proposed IoT-
based healthcare system comprises of services and an array of
applications and conditions to patients administered by those
in the circle of care. There exists an association between the
services and applications/conditions for managing different
types of diseases/infirmities, along with the broad categories of
disease or infirmity conditions, as summarized in Fig. 3. The
architectures for both services are discussed subsequently.

IV. NETWORK DESIGN SOLUTIONS FOR SERVICES

1) Cancer Care Services: Essentially, cancer care services
comprise of two sub-services associated with the diagnosis
and treatment of cancer, namely, chemotherapy and radiother-
apy. The chemotherapy is associated with medical oncology
(MO) while the radiotherapy (RT) is associated with radiation
oncology (RO). The use of smart devices and wireless sensors
can be applied towards improving the quality of cancer care
services and patient care by seamless and secure integration
of those devices in medical oncology and radiation oncology
procedures. This is argued in [15] that patient care (i.e.

Fig. 2. WSN Routing and Data Transmission

Fig. 3. IoT Health Care Services and Applications/Conditions.

monitoring, alerting, and following-up) for cancer patients
undergoing chemotherapy can safely be moved into the home.

As pointed out in [8], attaching and embedding WSNs and
smart devices to patients can enhance cancer treatments by
allowing health practitioners/nurses to monitor and be alerted
of any changes, complications, problems, signs, symptoms,
adverse effects, allergies, pains, infections, toxic effects, neu-
tropenic fever occurrences, missed medications, haemoglobin
level issues, drug allergic detection, drug interaction, phlebitis,
dermatitis, mucositis, diarrhoea, infection of upper respiratory
tract, emesis, epigastralgia, neutropenic fever, etc. These issues
can automatically be detected, subdued, and blocked, thereby
influencing patient care and attention related to patient treat-
ment and enforcing what controls to put in place to circumvent
those changes, issues, effects, and symptoms.
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Although, [1] claims that no perfect methodology for iden-
tifying the magnitude of the adverse effects and issues of
chemotherapy, but as alluded by [8], the MO cancer care
services can incorporate smart devices that provide assistance
to cancer patients in the event of any issues/complications
through process automation, remote monitoring, and alert
communication. In essence, the IoT technologies through
WSNs/smart devices can be programmed at certain level of
precision to determine fairly reasonable magnitude deemed fit
for the adverse effects of those characteristics on the body.
With this innovation, the level of care to patients undergoing
such issues can be monitored as shown in Fig. 3.

On the other hand, the implementation of IoT and WSN
devices in radiation oncology treatment or radiotherapy is dif-
ferent because of the manner the prescription doses are being
administered to patients. Though the use of IoT connected
devices can be applied as depicted in Fig. 4. Generally, prior
to the DICOM communicating with the various pieces of
software, a sequence of steps for the RT treatment starts with
the generation of treatment plans in EclipseTM by associating
related files, namely computed tomography (CT) files, radio-
therapy (RT) structure files and dose-volume as applicable
to commercial treatment planning system, EclipseTM with
DICOM as interface [6]. This leads to the determination of
prescription doses or final dose calculation for the targets or
disease sites and the dose volume constraints for organ at risk
(OAR). This is followed by the uploading of plan DICOM files
back to Eclipse and recalculating the dose and dose volume
history (DVHs), then finally doing the evaluation on Eclipse
and also conducting patient QA for dosimetric analysis of
internal anatomy because emphasis should be placed on the
accurate definition for the targets to ensure precision of protons
radiotherapy prior to administering of the doses to patients [6].
Having discussed above, we have to admit that the use of
inherent smart devices and wireless sensor networks could
help achieve intended results for patient treatment. Therefore,
the use of IoT technology can be beneficial for administering
radiotherapy to patients as it could help improve the margin,
preciseness, and accuracy of the radiotherapy doses to ensure
they hit the targets/disease sites thereby eliminating geometric
uncertainties in setup, patient motion, and patient changes. In
this case, WSNs or IoT devices can be implanted or embedded
close to the targets, and this will ensure the doses from
the linear accelerator do not miss their targets. WSNs are
perceived to be useful in achieving better treatment planning
results toward appropriate prescription doses.

From Fig. 4, the Health Level-7 (HL7) connectivity utilizes
XML technology for interoperating two or more systems for
data definition and message exchanging, sharing and reusing
within and between lab centres and clinics. On the other
hand, the Digital Imaging and Communications in Medicine
(DICOM) connectivity communicates with the various pieces
of software for transmission of diagnostic images while the
embedded systems, such as Laboratory Interface System (LIS),
Pathology Interface System (PIS) and Radiology Interface
System (RIS), serve as access points for the healthcare

providers to access patient information relating to lab results,
malignancy or abnormal (pathology) results, and radiology
results. In wrapping up, all these systems along with the
pharmacy, medical oncology, and radiation oncology servers
allow access to comprehensive patient chart information from
any device (workstations, tablets, etc.) either at the clinical
environment or via remote VPN access from outside the
clinic(s). The underlying technologies being considered in-
clude: Bluetooth Low Energy (BT-LE), Near Field Commu-
nication (NFC), Radio Frequency Identification (RFID), and
6LoWPAN/WiFi/ZigBee [8]. Fig. 4 illustrates the network
architecture for the proposed cancer care services.

2) Business Analytics and Cloud Services: With the grow-
ing rate of patient data generated by means of the wireless
sensor networks (i.e. WBANs, wearables, smart devices, and
embedded systems), data, queries and physical characteristics
as observed from these devices and equipment are gathered
and collected for researching, analyzing and reporting pur-
poses; gaining intelligence; formulating insights; streamlining
operations; and gaining competitive business advantage.

The incorporation of business analytics and cloud services
to cancer care services ensures availability and accessibility
of patient data being streamed from various sources on a real-
time and continuous basis. This, in turn, enables the ever-
increasing data to be managed and shared across the healthcare
network systems upon deployment into the cloud. Obviously,
streams of data are relayed and generated about patients and
for some medical devices (through sensors and other connected
devices) as related to the patients. These data, in form of mul-
timedia, textual and visual formats, are transmitted through the
cloud services to remote servers (data center). As a result, the
volume, velocity, and variety of health data and information
of patients have continually increased significantly, which puts
challenges for analysis and interpretation of data for decision-
making purposes using appropriate analytical tools [8].

This architecture also offers reporting capabilities for im-
mediate dashboards that facilitate treatment decisions as we
will be able to discover patterns from all the data from
various services in order to analyze the quality of care and
risk, disease and epidemic pattern, patient/facility monitoring
and optimization, etc. This, indeed, will be beneficial to
healthcare providers to turn a stream of data into actionable
insights and evidence-based healthcare decisions about the
health conditions of patients, and also for helping the clinical
experts and research groups to keep up to date with the
latest trends and breakthroughs in clinical oncology practices.
The architecture uses the Picture Archiving Communication
System (PACS), which comprises of secure computer systems
for storage, retrieval, and display of diagnostic images such
as X-rays, CT scans, Magnetic Resonance Imaging (MRIs),
etc. The PACS constitutes an important component, where the
diagnostic images are being retrieved and accessed through
the business analytics and cloud services as made available on
the cloud. In view of this, we have proposed an appropriate
strategy to gather and analyze data as collected across the
network fabric and communications infrastructure through
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Fig. 4. Cancer Care Services Network Architecture.

secure transmissions from one end to the other. The details
of the network architecture for the business analytics/cloud
services are as depicted in Fig. 5, where the initial figure in [8]
has been modified to include PACS component.

3) Hadoop Deployment in Business Analytics and Cloud
Services: Based on the huge volume of data involved for
those services, the Hadoop cluster or framework is viewed
as an ideal solution for processing and solving the workloads
associated with massive amounts of data storage, which ensure
transformations between source systems and data warehouses.
Hadoop cluster is used for predictive analytics through its own
machine learning and data mining capabilities. With Hadoop
cluster, crucial single point(s) of failure that could bring down
the entire Hadoop cluster can be eliminated, and it makes
provision for data to be normally triple replicated to ensure
availability in the event of failures and disasters [10]. Other
benefits of Hadoop include its low response time and real
time alert capability. In summary, Hadoop is considered for
the following features and characteristics, as follows [13]:
data value; schema; workload; data sources; availability;
security; and scalability. The NoSQL databases and Hadoop
cluster components are suggested for the business analytics
and cloud services basically for conducting disease, genomics
and epidemic pattern research; patient-disease tracking and
monitoring; patient sentiment analysis; risk and quality of care
analysis; etc. (as shown in Fig. 5).

A. Operational Challenges and Security Issues
In [8], we have outlined the analysis of the operational

challenges and security issues to cancer care services based

Fig. 5. Business Analytics and Cloud Services Network Architecture [8].

on IoT, which we will suggest to the reader to read it though
additional information is provided here. While using business
analytics on patient data, the issues of confidentiality and
privacy have been a concern without exposing the patient
demographic information to the research group and business
experts. As a result, we will ultimately ensure that patient-
sensitive information is protected and encrypted as this may
be a major threat and barrier in realizing the potential benefits
of business analytics services in healthcare environment, which
could deter business improvements, if not addressed.
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Since there are various nodes, wireless devices and sensors
in the proposed solutions, then we have to ensure that those
devices conform to industry standard (i.e. meeting the service-
and operational-level agreements) that guarantee reliability and
security. In addition, the reliability of the network system is
very paramount especially due to the nature of the healthcare
environment coupled with the sensitivity of patient informa-
tion/data. This is one of the reasons why mesh topology is
proposed, especially at the distribution layer such that every
data transmitted from the source is accepted at the destination
within a reasonable time. It is also to ensure high availability
with minimal equipment failure and human intervention.

B. Securing IoT Services and Devices

Knowing that the security of patient medical data cannot be
underestimated and jeopardized, then it becomes imperative
to talk about securing the various devices and services being
made available during the design of the IoT based medical
system in order to avoid leakage of patient information. Hence,
some feasible security mechanisms as related to this research
include but not limited to: security for communication in IoT.
For the communication in IoT devices from one layer to
another in the network architecture, the three layouts: core,
distribution, and access, should be an utmost consideration
in terms of security and protection due to the nature of the
healthcare environment; security approaches or mechanisms
for WSN, smart connected and remote (RFID) devices. It
is equally paramount to ensure security mechanisms for the
WSNs that characterize the IoT solution through securing the
routing protocols to prevent attacks that could affect the entire
network. In addition, the security mechanisms can be extended
to prevent illegal node access, while at the same introduce trust
management and distribution mechanism for the WSN routing
for data privacy and location privacy of patients within and
outside the clinical environment, more so that a large number
of nodes is required coupled with the generation/dissemination
of a large amount of data; security for IPv6 (6LoWPAN). The
use of low power consumption devices and sensors should
be considered especially with long-term device or sensory
operation coupled with the involvement of human lives (as for
devices that are embedded in the human body or with contact
with the human body). This will certainly mandate the use of
low power IPv6 architecture in the design of the IoT based
solution with low power consumption for secured integration;
and security, privacy, and encryption of actuators/sensors,
remote devices are equally important.

V. CONCLUSIONS AND FUTURE WORK

We have proposed the implementation of the IoT based
medical system, with reference to cancer care services and
business analytics/cloud services, for enhanced treatment, di-
agnosis, and monitoring of cancer patients. The healthcare
solution has been accomplished through the use of WSNs
and smart connected devices. This is because WSN plays an
important role that allows a number of spatially distributed
autonomous sensors to be linked to the network fabric based

on geographical routing from source to destination, which
facilitate data transmission/exchange. We have also delved into
business analytics/cloud services that ensure the availability
of patient data stream for actionable insights and evidence-
based healthcare decisions. Also addressed are the operational
and security challenges associated with the deployment of IoT
based medical system due to the nature of the environment and
the sensitivity of patient information. This is necessary prior
to the go-live phase of the IoT based solution implementation
to avoid failure to the entire system and breach of patient data.

In wrapping up, it is worth mentioning that there are various
services being delivered in healthcare settings but we have only
covered the cancer care and business analytics/cloud services.
Hence, we will be considering and integrating more services
in our future research work in the same research domain.
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Abstract—This paper presents the joint physical-medium ac-
cess control (PHY-MAC) performance analysis of inter-BAN com-
munication systems using realistic body-to-body (B2B) wireless
channel model in IEEE 802.15.6 and smartBAN standards. The
time-varying distances for the space-time B2B link variations
are generated by real-time motion capture traces which are then
introduced into already established B2B wireless channel model
to give the actual path-loss values in dynamic environments.
The SNR (Signal to Noise Ratio), BER (Bit Error Rate) and
PER (Packet Error Rate) computations are briefly discussed to
give an overview of the radio link modeling employed in the
simulations. Using the mobility and the proposed radio link
models, a more tangible performance assessment of B2B systems
with IEEE 802.15.6 and SmartBAN specifications is achieved.
Consequently, transmission power, packet length and data rate
variations are investigated and the obtained results of packet
reception rate (PRR) identify “head” as the best position to place
the coordinator nodes for B2B communication.

Keywords—WBANs; inter-BAN; mobility modeling; radio link
modeling; IEEE 802.15.6; SmartBAN; PRR.

I. INTRODUCTION

Wireless body area networks (WBANs) refer to a network
of sensors (and/or actuators) placed on, inside or around
the human body in order to serve a variety of emerging
applications [1]. WBANs not only offer a wide scope of
research and development but also represent a new generation
of personal area networks, with their own unique set of
challenges for implementation. The vital issues encountered
by WBAN technology include the mobility of WBAN nodes,
reliable low power operation, security and privacy of WBAN
data and coexistence of multiple WBANs in the same envi-
ronment [2]. WBANs have different types of communication
scenarios based on the relative positions of WBAN nodes. The
placement of communicating BAN nodes on multiple bodies
is attributed to body-to-body Networks (BBNs) [3]. BBNs
provide innovative solutions for a wide range of applications
such as remote health care, precision monitoring of athletes,
search and rescue operations in disastrous situations and
coordination of soldiers on a battlefield [3].

Most of the efforts in channel characterization of WBANs
have been dedicated to on-body communications and the
contribution of research efforts in body-to-body (B2B) channel

modeling is quite limited. Nonetheless, many noteworthy
contributions exist in the literature which attempt to discuss
B2B channel characteristics [4]-[6]. But these channel models
assume very limited mobility scenarios and for the realistic
performance evaluation of BBNs on the higher layers such as
medium access control (MAC) and network, accurate mobility
and radio link modeling should be taken into account. A
comprehensive analysis of the MAC layer performance evalu-
ation is presented in [7] for on-body communication scenario,
after measuring the channel characteristics when the nodes
are placed on a walking subject. The notion of integrating
realistic mobility traces with IEEE 802.15.6 channel models
for accurate performance analysis of on-body communication
at the MAC layer was proposed in [8]. Considering other co-
located WBAN signals as interference and jointly exploiting
on-body and B2B realistic channel models, a comprehensive
MAC level performance analysis of intra-BAN communication
is given in [9], [10]. However, to the best of our knowledge,
no research work has been dedicated so far to study the joint
physical-MAC (PHY-MAC) layer performance evaluation of
inter-BAN communication systems under realistic/unrestricted
mobility scenarios.

This research work is focused on the joint PHY-MAC
performance assessment of B2B communication over a dedi-
cated frequency channel with realistic channel models, using
IEEE 802.15.6 and smartBAN standards specifications. The
primary contributions of this paper include the identification
of suitable positions to place the BAN coordinators for B2B
communication and the examination of appropriate transmis-
sion power levels under different packet sizes and data rates.
With the help of real time motion capture data, mobility traces
are generated for multiple co-located BANs which provide
dynamic distances with space-time variations. These dynamic
distances serve to provide the realistic path-losses for B2B
links under various mobility profiles (e.g., walking, running,
standing etc.) using the B2B channel model derived by the real
time measurement campaign. Subsequently, a detailed radio
link modeling, based on the B2B channel characteristics, is
implemented in which signal to noise ratio (SNR), bit error
rate (BER) and packet error rate (PER) are computed using
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the generated path-losses. The performance is examined in
terms of packet reception rate (PRR) and the PHY-MAC layer
specifications of both IEEE 802.15.6 as well as SmartBAN are
considered in this context. A thorough investigation of PRR
reveals that the relative coordinator nodes position is crucial
for reliable data transmission over B2B links under real time
dynamic environments.

The rest of the paper is arranged in the following way:
section II elaborates the system model whereas IEEE 802.15.6
and smartBAN PHY-MAC layer parameters are described in
section III. In section IV, the simulation results are presented
and discussed while section V gives the concluding remarks.

II. SYSTEM MODEL

This section explains the underlying system model used in
performance evaluation, as given:

A. B2B Channel Model

We use B2B channel model derived in [11], [12], using
real time measurement campaigns under restricted mobility
scenarios. This channel model provides channel gain, long
term (LT) and short term (ST) fading components to estimate
the path-loss values and the channel characteristics are a
function of inter-body distance (d) and mutual body orientation
(α) for various inter-BAN links. These links include head-to-
head, belt-to-belt, wrist-to-wrist, head-to-belt, head-to-wrist,
belt-to-wrist and vice versa, as depicted in Fig. 1, and are
in-line with the links investigated in [11], [12]. In this model,
shadowing effects by the bodies are primarily dealt with the
distance and orientation-dependent channel gain, LT effects
caused by the environment are represented by LT fading and
ST fading is the outcome of the constructive and destructive
interference resulting from multi-path propagation. According
to [11], the distance (d) and orientation (α) dependent channel
gain can be stated in dB as

G(d, α) = G0(α)− 10n(α)log10

(
d

d0

)
, (1)

where n corresponds to the path-loss exponent and G0 rep-
resents the gain at the reference distance d0, equal to 1m.
G0(α) and n(α) show different characteristics for various
links between the relative node positions over different BANs.
For example, n and G0 do not exhibit mutual orientation de-
pendence for head-to-head links between two different BANs
so, distance-based channel gain can be calculated with the
fixed values of n and G0. But mutual orientation α is crucial in
determining n and G0 values for other links mentioned previ-
ously. Further information about G0(α) and n(α) calculations
for obtaining the channel gains corresponding to other links
can be found in [11]. The LT fading component in dB scale
can be characterized with a zero-mean normal distribution [11]
as

f(zLT ) =
1

σLT
√

2π
exp

(
−z2LT
2σ2

LT

)
, (2)

where zLT is the LT fading component in dB and σLT is
the standard deviation, whose values for different B2B links

Fig. 1: B2B Channels.

are indicated in [11, Tab. 5]. The ST fading envelope can be
typically represented by Rice distribution [11], [12], as given

f(zST ) =
zST
σ2

exp
(
−z2ST −A2

2σ2

)
I0

(
zSTA

σ2

)
, (3)

where zST is the ST fading envelope, A is the non-centrality
parameter and σ represents the scale parameter. Rice K-factor,
the power ratio between the direct path and the multi-paths,
is given as K = A2

2σ2 . The characteristics of head-to-head
links again do not show mutual orientation-dependence in
estimating A and σ values whereas for other links, A and
σ values are mainly described by mutual orientation α [11],
[12]. A comprehensive discussion of ST fading properties for
other B2B links is presented in [11], [12].

B. Realistic Mobility Modeling

The space-time variations of wireless links under unre-
stricted mobility are often not fully considered while develop-
ing path-loss models using measurement campaigns [8]. The
B2B channel model proposed in [11], [12] assumes restricted
mobility scenarios (close and far crossing and parallel walk-
ing) and can be enhanced to give more practical inter-BAN
performance by the integration of dynamic distances with
unrestricted mobility. This can be accomplished by exploiting
real-time body motion capture traces which include various
mobility scenarios (walking, running, sitting, exercising etc.)
[8]. This real-time motion capture data when combined with
geometrical transformation and analysis methods helps in ac-
tual performance evaluation of BANs and BBNs. The details of
the entire process for intra-BAN communication are illustrated
in [8], [10] but the major changes in algorithm to modify it
for B2B communication are mentioned as
• The determined body constructed by motion capture

traces is replicated in multiple human bodies for sim-
ulating dynamic inter-BAN links.

• The impact of body shadowing is mainly considered
in the distance and orientation-dependent channel gain
for the links between various relative node positions,
as discussed in sub-section II-A, so, it is not important
to characterize such links as LOS or NLOS. But wrist-
related channels can be line of sight (LOS) or non-line of
sight (NLOS) for the same body orientation because for
the same α, the two nodes may either be shadowed or not
by the torso [11], [12]. Therefore, geometrical analysis is
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applied to ensure the accuracy of link types in inter-BAN
wrist-related channels. In this case, the intersection of the
link with single or multiple human body torso cylinders
declares the given B2B link as NLOS for the wrist-related
channels.

• Space-time varying inter-BAN links and mobility traces
are generated to give the appropriate dynamic distances
for the B2B channels mentioned in sub-section II-A.
The mutual orientation between two separate BANs is
taken the same throughout the mobility trace duration
since a coordinated movement scenario is simulated in
this paper and the variations in α are within a range of
10◦. Furthermore, the classification of dynamic link types
as LOS or NLOS is performed for B2B wrist-related
channels.

After obtaining the dynamic distances and link types for the
given inter-BAN scenario, the channel behavior is accurately
modeled with unrestricted mobility. The inter-BAN dynamic
distances and mutual orientation are used to obtain channel
gain values while ST fading parameters for different links are
a function of mutual orientation only. The channel gain, LT
fading and ST fading for wrist-related channels are computed
differently for LOS and NLOS link types so, the knowledge
of dynamic link types is important in this context. It should
be noted that mobility modeling provides higher and more
accurate space-time variations which help in estimating more
accurate path-loss results in comparison to the restricted
mobility based channel models [8], [10] for B2B channels.
Subsequently, the obtained path-loss values are utilized in
radio link modeling to calculate the SNR, BER and PER.
The entire system model with mobility modeling, B2B channel
modeling and radio link modeling is illustrated in Fig. 2.

C. Radio Link Modeling

The realistic mobility modeling of inter-BAN communica-
tion and the resultant space-time varying channels are followed
by the significance of accurate radio link modeling, which

Fig. 2: Mobility, channel and radio link modeling for B2B
communication.

includes SNR, BER and PER evaluation. The PER estimation
using threshold based method is not an accurate approach [8],
so an extensive approach and a practical method is presented
in this sub-section to calculate PER for B2B links. The SNR
between the two nodes i and j on two different BANs over
the time index t can be written as

SNRdBi,j,t = P dBmTx + PLdBi,j,t − P dBmN , (4)

where PTx is the transmit power, PN is the noise power and
PLdBi,j,t is the path-loss between i and j over the time t.

The exact formulation of the energy per bit to noise power
spectral density ratio Eb/N0 and BER is done depending
upon the frequency and exact data rate at the physical layer.
According to IEEE 802.15.6 physical layer specifications,
differential binary phase shift keying (DBPSK) modulation is
used for low data rates and differential quadrature phase shift
keying (DQPSK) modulation is employed for high data rates
at 2.45 GHz frequency [1]. The value of Eb/N0 in dB, based
on the current SNRdBi,j,t, bandwidth BW in Hz and data rate
R in bps can be written as

Eb/N0[dB] = SNRdBi,j,t + 10log10

(
BW

R

)
, (5)

Since Rice type ST fading is assumed in the channel model,
therefore the corresponding DBPSK BER for low data rate
between the inter-BAN links i and j over the time t can be
calculated as

BERDBPSKi,j,t =
K + 1

2(1 +K + Γ)
exp

(
− KΓ

1 +K + Γ

)
. (6)

where Γ is the average SNR given as Γ = E{z2ST }
Eb
N0

[13].
The DQPSK BER expression for high data rate is derived
using the Rice density equation as a function of instanta-
neous SNR γb and the DQPSK additive white Gaussian noise
(AWGN) error equation which are respectively written as

p(γb) =
K + 1

Γ
exp

(
−γb(K + 1) +KΓ

Γ

)
I0

(√
4(K + 1)Kγb

Γ

)
, (7)

Pe(γb) = Q
(√

1.112γb

)
. (8)

Substituting p(γb) and Pe(γb) into the average error prob-
ability expression Pe =

∫∞
0
Pe(γb)p(γb)d(γb) [13] and in-

tegrating using the Chernoff bound for Gaussian Q-function

Q(γb) ≤ 1
2exp−

γ2
b
2 [14], the upper bound on the respective

DQPSK BER for high data rate between the inter-BAN links
i and j over the time t can be described as

BERDQPSKi,j,t ≤ Γ

2(1 +K + 0.556Γ)

(
K + 1

Γ

)
exp

(
−K +

K(K + 1)

1 +K + 0.556Γ

)
. (9)
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The smartBAN standard defines the usage of Gaussian min-
imum shift keying (GMSK) with the bandwidth-bit period
product (BT ) of 0.5 and modulation index (h) of 0.5 as the
key modulation technique at the physical layer [15]. The upper
bound on GMSK BER under Rice fading is acquired using the
procedure discussed above and taking Pe(γb) as

Pe(γb) = Q
(√

2εγb

)
, (10)

where ε is the GMSK constant and for BT of 0.5 is equal
to 0.79 [16]. The upper bound on the corresponding GMSK
BER between the given B2B links i and j over the time t is
therefore mentioned as

BERGMSK
i,j,t ≤ Γ

2(1 +K + 0.79Γ)

(
K + 1

Γ

)
exp

(
−K +

K(K + 1)

1 +K + 0.79Γ

)
. (11)

Consequently, the PER is computed based on the packet
length N in bits and the adequate BERi,j,t expression as

PERi,j,t = 1− (1−BERi,i,t)N . (12)

Finally, the obtained PER values which are based on the
dynamic space-time dependent channel measurements and the
accurate radio link modeling, are given to the high level
packet-oriented simulation environment for the MAC layer
performance evaluation.

III. PHY/MAC LAYER PARAMETERS

In this work, the joint PHY-MAC layer performance evalua-
tion in terms of both IEEE 802.15.6 and smartBAN standards
is performed. Therefore, this section highlights the physical
and the MAC layer specifications of IEEE 802.15.6 and
smartBAN used in the PRR simulations.

A. IEEE 802.15.6 PHY/MAC Layer

We consider time division multiple access (TDMA)-based
scheduled access mechanism with beacon-enabled superframe
format [1] since the priority is the investigation of the impact
of accurate channel modeling on MAC layer performance.
The variable-length MAC frame body is appended with MAC
frame header and frame check sequence (FCS) to form phys-
ical layer service data unit (PSDU), which is spread using the
spreading factor determined by the data rate. The resulting
PSDU is added with physical layer convergence protocol
(PLCP) preamble for timing synchronization, channel offset
recovery and packet detection and with PLCP header for con-
veying information about the physical and MAC parameters
required at the receiver side. The PLCP header spreading is
additionally done and the combination of PLCP preamble,
PLCP header and PSDU forms a physical layer protocol
data unit (PPDU) which represents the information transmit-
ted through the propagation medium [17]. Guard duration
is used to separate PPDUs sent by different BBN nodes
in different time slots. The additional information on guard
duration formulation using the synchronization interval, inter-
frame spacing and turnaround time, as well as the maximum

packet transmission duration and packet size calculations can
be found in [1], [17].

B. SmartBAN PHY/MAC Layer

Again TDMA-based scheduled access method is used in
this context and each time slot comprises of data frame trans-
mission and ACK frame transmission periods separated by
inter-frame spacing. Each BBN node transmits its data in data
frame transmission period while the receiving node shall send
an ACK frame (successful transmission) or a NACK frame
(unsuccessful transmission) in the ACK frame transmission
time which is ended with inter-frame spacing at the end of
the slot [18].

On the MAC layer, a 56 bit MAC header and 16 bit frame
parity are added to the MAC frame body to generate MAC
protocol data unit (MPDU). Since we assume uncoded data
transmissions for both IEEE 802.15.6 and smartBAN, MPDU
will be the same as PSDU. The PSDU is further appended
with 16 bit PLCP preamble and 40 bit PLCP header fields
to create a PPDU structure [15]. A complete discussion on
the smartBAN physical and MAC layer specifications and
parameters can be explored in [15], [18].

IV. JOINT PHY-MAC PERFORMANCE RESULTS

This sections presents a thorough analysis of the results
obtained using the system model and PHY/MAC layer pa-
rameters discussed in Section II and III respectively.

A. Simulation Setup

We assume three different BANs with one of them being the
leader (BAN1) and the rest two being the followers (BAN2 and
BAN3), receiving information from their leader for the coor-
dinated movements over a dedicated frequency channel. Note
that a separate frequency channel is used for on-body com-
munication within each BAN and here different coordinator
node positions for inter-BAN communication are investigated.
The mobility scenarios considered in the simulations include
walking, running, sitting and standing and therefore, represent
the primary movements made in the mission critical operations
and precise monitoring during sports activities. The node
positions for all the BANs examined in simulations consist
of head (H), belt (B) and right wrist (W). Each coordinator
node on the leader BAN sends its information to all the other
coordinator nodes placed on the follower BANs in its assigned
time slot with an objective to identify the best coordinator

Fig. 3: TDMA for B2B communication.
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location, as shown in Fig. 3. For IEEE 802.15.6 standard,
MAC payload sizes of 16, 128 and 256 bytes as well as both
low data rate (LDR, 121.4 kbps) and high data rate (HDR,
971.4 kbps) are considered. Whereas smartBAN assumes a
data rate of 1000 kbps for all payload sizes [15] and with no
data transmission repetition, MAC payload sizes of 16, 128
and 250 bytes are taken.

B. Simulation Results

The main purpose of this work is the investigation of
the suitable coordinator nodes positions in inter-BAN com-
munication using PRR as the performance criteria. For this
purpose, statistical results including mean, standard deviation
and correlation coefficient of path-losses corresponding to
different transmitter-receiver location combinations are listed
in Table I. The results are demonstrated for the running
scenario since it involves the highest level of mobility. It can
be seen that for every transmitter node location, the mean
path-loss values are the minimum when the receiver node is
placed on head. Moreover, the positioning of the transmitter
node on head also results in the reduction of mean path-
loss values as compared to the other coordinator positions.
Furthermore, the high correlation coefficient values indicate

TABLE I: Statistical Analysis of the Channel Model with
Mobility Modeling (Running Scenario)

Link Type Mean Standard
Deviation

Correlation
Coefficient

Belt-to-Belt 59.25 3.18 0.23

Belt-to-Head 54.50 2.94 0.17

Belt-to-Wrist 71.36 3.97 0.20

Head-to-Belt 54.35 2.90 0.14

Head-to-Head 42.15 2.72 0.17

Head-to-Wrist 66.41 17.09 0.67

Wrist-to-Belt 74.65 3.91 0.20

Wrist-to-Head 63.90 13.92 0.55

Wrist-to-Wrist 60.83 3.37 0.25

that the unrestricted mobility-based path-loss model keeps the
track of high mobility and temporal variations for B2B links
as well, in the same manner as indicated in [8] for on-body
links. It is also noticeable that the statistical values are not very
different when the transmitter and the receiver node positions
are interchanged. Using these observations as the basis, the
MAC level performance results are further narrowed down to
the links which include head as the receiver node position since
these links assume comparatively lesser mean path-losses.

Fig. 4, Fig. 5 and Fig. 6 summarize the PRR results of
belt-to-head, head-to-head and wrist-to-head links respectively
for different transmission power levels using IEEE 802.15.6
specifications. It is quite obvious that head-to-head links
outperform all the other links while wrist-to-head links give the
worst performance. The PRR values degrade for all link types
if the packet size and the data rate are increased. For belt-to-
head links, the acceptable performance of equal or above 90
percent PRR is achieved only when 16 byte payload is sent
with LDR at any given transmission power level. 128 byte
payload also gives adequate performance when transmitted at
higher power levels with LDR. But for head-to-head links, the
PRR performance is considerably improved in comparison to
the belt-to-head links. For LDR, the transmission of different
payload sizes is permissible even at the lower transmission
power levels. High transmission power and small payload size
should be used when data is transmitted at the high rate. For
wrist-to-head links, a PRR above 90 percent is achieved only
at the higher transmission power levels with lower payload
sizes and data rate.

Finally, the PRR performance evaluation of smartBAN is
shown in Fig. 7 for the above mentioned link types. Head-
to-head links again give the best results among all the link
types with smartBAN specifications as well. Data can be sent
with all payload sizes at almost all transmission power levels
over head-to-head links. For belt-to-head links, payload of 16
bytes can be transmitted at the transmission power level of
above -5dB while the payload size of 128 bytes requires higher
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Fig. 4: PRR versus transmission power level results for belt-to-
head links in BBN, N = 16, 128 and 256 bytes, LDR (121.4
kbps) and HDR (971.4 kbps).
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Fig. 7: PRR versus transmission power level results for smart-
BAN, N = 16, 128 and 250 bytes, belt-to-head (B2H), head-
to-head (H2H) and wrist-to-head (W2H) links.

transmission power levels. Finally, wrist-to-head links do not
contribute to any transmission with acceptable performance
for any payload size or transmission power and might require
encoded or repetitive transmissions.

V. CONCLUSION

Recently developed channel models through measurement
campaigns are integrated into realistic mobility and radio link
modeling and the joint PHY-MAC performance evaluation
of B2B communication for IEEE 802.15.6 and smartBAN
standards specifications is performed. The usage of mobility
modeling facilitates more accurate performance analysis of
time-varying inter-BAN links. The presented results indicate
that the placement of coordinators on the head significantly
reduces the required transmission power levels for inter-BAN
communication, even at high data rate and payload sizes.
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Abstract—This paper introduces the comparative 

performance analysis between ETSI SmartBAN and Bluetooth 

low energy (BLE) in the interfered additive white Gaussian 

noise (AWGN) channel as well as in multipath fading channel. 

Both technologies are possible solutions for wireless body area 

networks (WBAN) to implement services like delivering the 

vital signs data of an individual. The results show how the 

SmartBAN can outperform BLE in both AWGN and fading 

channel. In addition, SmartBAN can take advantages of 

repetition and coding features, which are not present in BLE to 

increase its performance even more.  

Keywords—bluetooth low energy,interference; multipath; bit 

error rate; frame error rate. 

I.  INTRODUCTION  

The use of wireless body area network (WBAN) is one 
way to convey further a vital sign information measured 
from a human body. This procedure is a modern way 
towards personalized healthcare and remote health 
monitoring. If a patient can be remotely monitored and the 
health-related information is possible to ubiquitously access 
by healthcare professionals, patients can be, e.g., discharged 
earlier from hospitals thus reducing medics workload and 
reduce costs. 

In 2013, the European Telecommunications Standards 
Institute (ETSI) initiated a work towards smart body area 
networks under the technical committee (TC) SmartBAN. 
The focus of SmartBAN is to develop a low-power 
technology to be used in wireless devices for wearable and 
implantable devices. The SmartBAN utilization areas include 
health & wellness, training, personalized medicine and safety 
applications. [1]  

So far, TC SmartBAN has released three standards [2]-
[4]. In addition, technical report describing the radio 
environment at hospital is released [5]. 

The objective of this paper is to compare the SmartBAN 
technology with another low power technology useable in 
wireless medical application, namely Bluetooth low energy 
(BLE) standard [12]. Both standards have low power 
consumption and are operating at the 2.4 GHz ISM 
(Industrial, Science and Medical) band. BLE is one of the 
most used standards nowadays for wireless short-range 
communications. 

The paper is organized as follows: Section II provides 
description of Bluetooth low energy and of the main 
characteristics of its physical layer. In Section III, simulation 
models of the SmartBAN and BLE used in the study are 
given. In Sec. IV, the simulation results are shown and 
discussed. The conclusions are given in Sec. V. 

II. OVERVIEW OF BLETOOTH  LOW ENERGY 

STANDARD 

 The concept of low energy in Bluetooth has been 
introduced in 2010 with the Bluetooth 4.0 standard but has 
been proved that the two technologies (Bluetooth and BLE) 
are not interchangeable. [14] 

The BLE is developed to improve the Bluetooth 
performance in regards of energy consumption, to reduce the 
costs and for less complexity respect to the original 
Bluetooth technology [13]. BLE design is similar in respect 
to the typical Bluetooth (BT) with very few differences at 
physical layer (PHY) level. In this study, a BLE PHY model 
following the specification from [12] is developed. The 
model, with modulation and frequency hopping features, is 
verified with the standard Bluetooth PHY model designed by 
Mathworks [14]. 

The operating frequency band of the BLE is between 
2402 MHz and 2480 MHz. Instead of the 79 channels of 1 
MHz in the BT, BLE is characterized by 40 channels with 2 
MHz spacing. The 40 BLE channels are shown in Figure 1. 
[15] The three highlighted channels are named advertising 
channels used mainly for highlight own presence or 
discovering devices. Advertising channels are channels 37, 
38 and 39, decentralized respectively in the following 
frequencies 2402, 2426 and 2480 MHz. The other 37 
channels are used to transfer data between devices, and they 
are named data channels. [16] 

 

 
 

Figure 1. Bluetooth Low Energy Frequency Channels. 
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One of the main points of the BLE and BT technologies 
is the use of frequency hopping mechanism. In BLE, an 
adaptive frequency hopping mechanism is used in data 
channels to prevent multipath fading or channels interference 
[17]. In the simulator, the frequency hopping code is 
implemented according to [12]. 

Another specification of the physical layer of BLE is the 
modulation, which is Gaussian Frequency Shift Keying 
(GFSK), so the data pulses are first filtered in a Gaussian 
filter and then after are FSK modulated with a modulation 
index in the range [0.45 - 0.55]. A transmission rate is 1 
Mbps with 1 bit per symbol [12]. 

III. SIMULATION MODEL 

In this section, the simulation models used in the study are 
presented. 

A. SmartBAN simulator 

ETSI SmartBAN PHY model is based on the overall 
system description presented in [6] and physical layer 
definitions from [2][7]. Radio channel model is based on the 
on-on-body channel model CM3 by the IEEE [8]. In 
addition, realistic, measurement based co-channel 
interference as introduced in [5][9] is used in the simulations. 
The performance of SmartBAN system in interfered fading 
channel is presented in [10] and [11], but the comparative 
analysis between SmartBAN and any other competing 
technology has not been published yet. This paper is 
fulfilling this gap by comparing SmartBAN and BLE bit-
error-rate (BER) performances in AWGN and fading 
channels. The SmartBAN simulator is based on the simulator 
presented in [19], and it is illustrated in Figure 2. The data 
bits b[k] are encoded with the BCH (127,113) encoder 
followed by GFSK modulator with the modulation index (h) 
of 0.5 and bandwidth-time product (BT) of 0.5. The PHY 
layer protocol data unit (PPDU) is repeated one, two or four 
times according to [2]. The received signal r(t) is  

 r(t)=s(t)*h(t)+i(t)+n(t), (1) 
 
where * denotes the convolutional operator, h(t) is the fading 
channel, i(t) is the interference process and n(t) is the 
additive white Gaussian noise (AWGN) with zero mean and 
variance σn. Different interference models are introduced in 
[19]. These interference models are based on the 
measurement campaigns carrier out in the real hospital 
environment [5]. The received PPDUs are combined by 
using the equal gain combining (EGC) method. The 
demodulator applies a correlator followed by a maximum-
likelihood sequence detector (MLSD). 

 

Figure 2. SmartBAN simulator. 

 

 

Figure 3. Physical layer of SmartBAN. Implementation in SmartBAN 

simulator.  

 

For a fair comparison between the SmartBAN and BLE a 

single system simulator has been developed using Matlab® 

with Simulink®. The PHY simulation models for 

SmartBAN and BLE are represented in Figure 3 and Figure 

4, respectively, in more details. 

 

B. BLE simulator 

The BLE PHY in Figure 4 on the transmitter part is 
designed to assemble packets of 62500 bits at a speed of 1 
Mbps. Those packets are sent to a GFSK modulator 
implemented with a frequency hopping mechanism. The 
GFSK modulator uses modulation index of 0.5, bandwidth-
time product of 0.5, 100 samples per symbol and a pulse 
length of one bit per symbol. 

A fundamental part of the PHY in BLE simulator is the 
frequency hopping mechanism, where the frequency is 
changed following a random pattern to reduce interference. 
The radio channel set is composed by 40 different channel 
realizations The frequency hopping code implemented is 
shown in Figure 5. A random data channel between 0 and 36 
is selected so that no overlapping channel is present. The hop 
rate used in the simulator is 1600 Hz. 

 

 
 

Figure 4. Physical layer of the Bluetooth low energy. Implementation in 

SmartBAN simulator. 
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Figure 5. Frequency hopping mechanism in BLE. 

 

The modulated signal propagates through the fading 
channel and an additive white Gaussian noise (AWGN) 
block. The received signal is demodulated in a FH-FM 
demodulator characterized by a frequency separation of 10 
Hz and 100 samples per symbol. 

For validation of the designed BLE PHY, a performance 
comparison with the theoretical curve GFSK was done. The 
GFSK modulator parameters are set as BT = 0.5 and h = 0.5 
for the comparison. 

The results of the comparison are given in Figure 6. The 
performance of the BLE is slightly worse than the theoretical 
one, as expected. The gap between the BER curves is 
acceptable and the result validates the design of the BLE 
PHY that will be used for the comparison with SmartBAN in 
this paper. 

 
Figure 6. Comparison between BLE and the theoretical curve with GFSK 

with AWGN channel. 
 

A summary of the main parameters of the PHYs are 
presented in Table 1. The main difference between 
SmartBAN and BLE is that the former implements PHY 
Protocol Data Unit (PPDU) repetition while the BLE does 
not. 

In both cases, the modulated signals pass through a 
fading and a AWGN channel. The fading channel model 
used in the analysis is the IEEE 802.15.6 body surface to 
body surface model CM3 (Scenario S4 & S5) for 2.4 GHz 
[18]. The measurement for modelling the fading channel 
were carried out in a hospital and mainly models a link 
between a coordinator situated in the middle of a human 
torso and different locations on the body. The channel model 

for flat small fading is described by a Ricean distribution 
with parameters described in [10]. In the simulations, the 
noise variance in AWGN channel is changed to define the 
required Eb/N0 at the receiver.  

TABLE 1. SMARTBAN AND BLE 2.4 GHz PHYS 

PARAMETER SmartBAN BLE 

Operating frequency 

[MHz] 

2401-2481 2402-2480 

Channel bandwidth 

[MHz] 

2 2 

Number of channels 40 40 

Repetition/spreading 2x or 4x, 

Entire PPDU 

No repetition 

Modulation GFSK 

(BT=0.5, h=0.5) 

GFSK 

(BT=0.5, 

h=0.5) 

Symbol rate[Mbps] 1 1 

Receiver type coherent non-coherent 

 

IV. SIMULATION RESULTS 

A. Simulation parameters 

The parameters used in the SmartBAN and BLE 
simulations are summarized in Table 2 and Table 3, 
respectively. More details about the SmartBAN simulator 
can be found from [10].  

 
TABLE 2. SMARTBAN SIMULATION PARAMETERS  

 

Parameter Value(s) 

PPDU repetition  1 

Retrasmission no 

MAC frame body 50, 250, 500, 1000 

Samples for GFSK symbol 20 

Pulse length of GFSK 1 

Traceback depth of GFSK 

demodulator 

10 

Distance [cm] 45 

 

TABLE 3. BLE SIMULATION PARAMETERS  

Parameter Value(s) 

Repetition Not present 

Retransmission Not available 

Sample for GFSK symbol 100 

Pulse length of GFSK 1 

Traceback depth of GFSK 

demodulator 

10 

Distance [cm] 45 

 

The performances are evaluated using a bit error rate 
(BER) as well as frame error rate (FER). BER represents the 
number of bit errors divided by the total number of 
transferred bits. The FER is the number of corrupted frames 
divided by the total number of transmitted frames. 
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B.   Results in AWGN channel 

A first approach to evaluate the performances of BLE 
and SmartBAN has been made only in a AWGN channel to 
see how the BER changes with different values of energy per 
bit to the spectral noise density ratio (Eb/N0). The results 
comparing the BERs of these two technologies are shown in 
Figure 6. 

In Figure 6, the SmartBAN curve is drawn by using the 
PPDU repetition of 1, being the worst BER curve from an 
analysis, as seen in a previous analysis on SmartBAN in 
[10]. 

 

Figure 6. BER performance in the AWGN for SmartBAN and BLE. 

 

The SmartBAN always show a better performance in 
terms of BER. BLE starts with 0.364 and the SmartBAN at 
0.18 at Eb/N0 = 0 dB. Increasing Eb/N0, the performance of 
the SmartBAN increases drastically reaching a BER of 10-5 
with a Eb/N0 = 7.5 dB, BLE requires much higher Eb/N0 for 
the same performance.  

C. Results in fading channel 

The channel model is described in the IEEE 802.15.6 
CM3. For the SmartBAN system, different MAC frame sizes 
have been used: 50, 250, 500 and 1000 octets with a PPDU 
repetition of 1 since it represents the worst-case scenario for 
SmartBAN [10]. For the BLE, BER and FER needed for the 
comparison are derived. The MAC layer is not going to 
affect the performance in the PHY comparison between 
these two technologies and it is not modeled into the 
simulator.  

In Figure 7, a performance comparison between 
SmartBAN and BLE is given and shows the BER 
performance comparison between SmartBAN and BLE: even 
with fading channel the SmartBAN works better than the 
BLE, even with the lowest MAC frame size. Anyway, it can 
be highlighted the difference of performance is less 
accentuated than the previous case with the presence of only 
AWGN. 

 
Figure 7. BER performance in the fading channel SmartBAN vs BLE. 

 
In Figure 8, the FER comparison between BLE and 

SmartBAN in fading channel is given. In this case, the 
performance of the two standards is almost the same and 
from this point of view, the two technologies can be 
considered to work similarly. Neither the repetition nor the 
encoding has been chosen for the SmartBAN to make a fair 
comparison with BLE, in this case. Adding repetition and 
encoding to SmartBAN surely lead to a FER curve below the 
BLE one.   

 

 Figure 8. FER performance in the fading channel SmartBAN vs BLE. 

 

V. CONCLUSIONS 

This paper introduced the simulation results of the 
performance of SmartBAN technology compared with the 
BLE technology. 

During the studies, a simulation environment using 
MATLAB software has been developed. By analyzing BER 
and FER results, it is possible to determine the performance 
of SmartBAN and BLE. For SmartBAN, the worst case 
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scenario selected from the previously published results has 
been chosen. For BLE, the standard does not present 
encoding and repetition, so for a fair comparison, also 
SmartBAN performance was analyzed without. Concerning 
the BER performance, with no doubt, the SmartBAN 
standard for healthcare applications performs better than 
BLE. In terms of FER, the two technologies showed similar 
performance.  

Future work will include a comparison with the new 
technology of BLE version 5.0, which presents encoding and 
a comparison between the technologies considering also the 
interference models used in the SmartBAN standard. 
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Abstract—Non-orthogonal multiple access (NOMA) has been
recognized as one of the promising multiple access technologies
to provide higher spectral efficiency and system capacity
to address several challenges in the fifth generation (5G)
wireless systems. Telemedicine in the process of being greatly
advanced by the high-reliable communication in future 5G
wireless systems. This paper proposed a novel optimal relay
selection (RS) strategy for the cooperative NOMA to achieve
the minimum outage probability, which means that the number
of retransmissions in hybrid automatic repeat request (HARQ)
is decreased and hence indirectly reduce the communication
latency. Small latency ensures the validity of medical data,
thereby improving the quality of service (QoS) in medical
communications. In addition, compared to another optimal
relay selection, namely two-stage strategy, the proposed en-
hanced max-min RS has a lower computational complexity
and lower storage overhead. The proposed enhanced max-min
RS strategy can reduce almost 43% storage overhead and 95%
latency caused by selection strategy in the cooperative RS-
NOMA system used for wireless medical communications.
Index Terms—Cooperative NOMA, medical communication-

s, quality of service (QoS), relay selection.

I. INTRODUCTION

As the 5G era approaches, large-scale medical internet of
things (IoT) ecosystem will cover millions or billions of low-
power, low bit rate network medical and health monitoring
devices, clinical wearable devices and remote sensors [1].
This will make the diagnosis and treatment more scientific,
the distance not to be the matter and the rescue more timely.
NOMA was recognized as one of the promising multiple
access technologies to provide higher spectral efficiency
and system capacity to address several challenges in the
5G wireless systems [2] [3]. Using NOMA technique in
5G wireless systems for medical communication may be
a promising trend. Improving the wireless communication
reliability of NOMA system in 5G scenarios to ensure the
correctness or validity of medical data becomes a problem
to be solved [4]. The issue to be considered in this paper is
to improve the QoS of medical communications in NOMA
system. We discuss the relay selection strategy in cooperative
RS-NOMA system for improving the QoS of the medical
communications in remote locations.

This work was supported by the China’s 863 Project (No.
2015AA01A706), the National S&T Major Project (No. 2016ZX03001017),
Science and Technology Program of Beijing (No. D171100006317002), and
Ministry of Education-China Mobile Research Fund (No. MCM20160105).

So far, researchers have paid some effort in cooperative
NOMA system to improve the QoS of communications.
The authors in [5] select near users with strong channel
gain to be relays for cooperative communication to increase
its reliability. In addition, dedicated relay has also been
considered in NOMA system. In [6], an amplify-and-forward
(AF) relay was used to reduce the outage probability for
cooperative NOMA system. And the authors of [7] utilized
a buffer-assisted relay to improve the throughput for the
adaptive transmission in cooperative NOMA system. The
issue of relay selection in cooperative NOMA system is
proposed in [8], in which authors proposed an optimal relay
selection strategy and compared it with the conventional
strategy that used to be applied in conventional orthogonal
multiple access (OMA). These techniques are proposed to
improve the QoS of users in cooperative NOMA system,
which can be applied to medical communications to ensure
the communication reliability in future 5G wireless systems.
This paper proposes a new optimal relay selection s-

trategy, namely the enhanced max-min RS strategy, for
cooperative RS-NOMA system. Compared to another op-
timal relay selection strategy in [8], the proposed enhanced
max-min RS strategy has a lower computational complexity
and its storage overhead is smaller. The enhancement of
the proposed RS strategy is that it weighted each channel
according to the targeted data rates (TDR) of users before
taking the max-min value compared with the conventional
max-min RS strategy. Closed form expression of the outage
probability reached by the enhanced max-min RS strategy
is derived and compared with that of other strategies, which
indicates that the enhanced max-min RS scheme can get the
maximum diversity gain of relays. In addition, we theoretical
proof that the outage probability reached by the enhanced
max-min RS strategy is also optimal. Then, the simulation
results also indicate that not only the enhanced max-min RS
can obtain the optimal outage performance, but also the time
consumption of it is only 5% of the another optimal relay
selection.
Utilizing this relay selection in cooperative RS-NOMA

system can achieve the optimal outage probability, which
means that the number of retransmissions in hybrid automat-
ic repeat request (HARQ) is decreased and hence communi-
cation latency is indirectly reduced. Small latency can ensure
the validity of medical data, which means it can improve
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the quality of service (QoS) in medical communication.
In addition, the smaller storage overhead of the proposed
enhanced max-min relay selection strategy will bring the
cost reduction in the practical deployment for cooperative
NOMA system compared with the another outage-optimal
relay selection. Generally, the proposed enhanced max-min
RS scheme is especially suitable for video guided surgery
on mobile ambulances, since it will choose to switch to the
best relay in real time to communicate based on the changes
of channels. Certainly, the proposed enhanced max-min RS
scheme is also suitable for medical emergency rescue in
remote areas, because it can guide patient, family or medical
robots to urgently deal with the injury so as not to miss the
optimal treatment time by its cooperative communication.
The rest of this paper is organized as follows: In Section

II, we introduce the system model of cooperative RS-NOMA
and give the methods of three relay selection strategies.
The outage performance of these relay selection strategies
is analyzed in Section III. Section IV shows the simulation
results of these relay selection strategies. Finally, we make
a conclusion in Section V.

II. SYSTEM MODEL

In this paper, we consider a downlink cooperative NOMA
system with 2 users superimposed together to transmit with
N relays. Each node is only equipped with a signal antenna
and there is no direct connection between the base station
(BS) and users. We can divide the communication process
into two stages: the BS transmits the superimposed signal
to a relay and the relay decodes and forward (DF) the
signal to users. How to select the relay from N relays for
improving the quality of service (QoS) of systems becomes
the main points to be discussed. Fig. 1 shows the system of
the cooperative RS-NOMA system.

Fig. 1. The system model of cooperative RS-NOMA.

During the first stage, the signals to user 1 and user 2 are
superimposed to a mixture, (α1x1+α2x2) , where xi denotes
the signal that needs to be transmitted to user i , αi denotes
the power allocation factor and α2

1+α2
2= 1. The BS will

transmit the mixture to the nth relay, and the observation of
the nth relay is

yrn = hn(α1x1 + α2x2) + wr
n, 1 ≤ n ≤ N, (1)

where hn denotes the channel gains from the BS to the nth
relay, and wr

n is the corresponding additive Gaussian noise.
Without loss of generality, we assume that relays decode

user 1 first, and then eliminate it from their observations by
the successive interference cancellation (SIC) technique [9].
Conditions of the nth relay to decode the two signals are
1

2
log

(
1+

|hn|
2α2

1

|hn|2α2
2+1/ρ

)
≥R1,

1

2
log

(
1+ρ|hn|

2α2
2

)
≥R2,

(2)
where ρ denotes the transmit signal to noise ratio (SNR) and
Ri denotes the TDR for user i.
During the second stage, we assume that the nth relay

can decode the two signals and their own transmitted power
is not changed. Thus, user i observes

yun,i = gn,i(α1x1 + α2x2) + wu
n,i, i ∈ {1, 2}, (3)

where gn,i denotes the channel gains from the nth relay to
the user i, and wu

n,i is the corresponding additive Gaussian
noise in this channel. Therefore, user 1 decodes its own
information with the signal to interference plus noise ratio
(SINR),

SINR =
|gn,1|

2α2
1

|gn,1|2α2
2 + 1/ρ

. (4)

User 2 needs to decode user 1 first to remove the signal of
user 1 from the mixture by the SIC technique. Then, user
2 can decode its own signal with SNR = ρ|gn,2|

2α2
2. The

condition of user 2 that can decode the user 1 successfully
is

1

2
log

(
1 +

|gn,2|
2α2

1

|gn,2|2α2
2 + 1/ρ

)
≥ R1. (5)

Note that the fixed power allocation between user 1 and
user 2 is utilized in this model. Optimizing power allocation
factors can further obtain a performance improvement of
cooperative RS-NOMA system, which is out of range of this
paper. Next, we will give several strategies of relay selection
in cooperative RS-NOMA system.

A. Relay Selection Strategies

1) The Conventional Max-Min RS [10]:
n∗ = arg

n
max{min{|hn|

2, |gn,1|
2, |gn,2|

2}, n ∈ S}, (6)

where S denotes the set of the N relays. The criterion of
this RS strategy is that selecting a relay with the maximum
min{|hn|

2, |gn,1|
2, |gn,2|

2}.
2) The Two-Stage RS [8]: This first stage of the RS

strategy is to ensure that the TDR of user 1 is realized,
i.e., selecting relays to meet the following conditions:

Sr=

{
1
2
log

(
1+

|hn|2α2
1

|hn|2α2
2+1/ρ

)
≥ R1,

1
2

(
1+

|gn,1|
2α2

1

|gn,1|2α
2
2+1/ρ

)
≥ R1,

1
2

(
1 +

|gn,2|
2α2

1

|gn,2|2α
2
2+1/ρ

)
≥ R1, n ∈ S

}
.

(7)
After the first stage, all the relays selected in Sr can
demodulate x1 by treating x2 as noise. Then, the second
stage of the two-stage RS strategy selects a relay in Sr to
maximize the data rate of user 2, i.e.

n∗ = arg
n∈Sr

max

{
min

{
1
2
log

(
1 + ρ|hn|

2α2
2

)
,

1
2
log

(
1 + ρ|gn,2|

2α2
2

) }}
. (8)
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3) The Enhanced Max-Min RS: Note that
ξ1=

22R1−1
ρ(α2

1−(22R1−1)α2
2)

and ξ2=
22R2−1
ρα2

2
denote the values

of |h|2 corresponding to the TDRs of user 1 and user 2,
respectively. The enhanced max-min RS strategy uses a
weighted coefficient method. Since all the signals need to
be decoded at the relay and the user 2’s receiver but the
receiver of user 1 only needs to decode its own signal,
we utilize the ξ1 and ξ2 as the corresponding weighted
coefficients to make each channel fairness. The enhanced
max-min RS can be described as follows:
n∗= arg

n
max{min{ ξ1|hn|

2, ξ2|gn,1|
2, ξ1|gn,2|

2}, n ∈ S}.

(9)

III. PERFORMANCE ANALYSIS

In this Section, we illustrate the outage probability reached
by the enhanced max-min RS scheme. Firstly, under the
condition of that the relay selection strategies select the nth
relay to transmit the signal, the outage probability of the
system can be given by

Pout = 1− P

{
|hn|

2 ≥ max(ξ1, ξ2), |gn,1|
2 ≥ ξ1,

|gn,2|
2 ≥ max(ξ1, ξ2)

}
, (10)

where the event {|hn|
2 ≥ max(ξ1, ξ2)} denotes that the

two users are not in outage at the nth relay, and the event
{|gn,1|

2 ≥ ξ1} denotes that outage is not occurred at user 1,
in which the data of user 2 is not necessary to be decoded.
Similarly, the event |gn,2|2 ≥ max(ξ1, ξ2) denotes that the
two users are not in outage at user 2, in which the signal of
user 1 is necessary to be decoded to remove from the mixture
by SIC and then user 2 can decode its own message.

A. Enhanced Max-Min Relay Selection Outage Probability

Note that O1=

{
arg
n∗∈S

max{min{ ξ1|hn|
2, ξ2|gn,1|

2, ξ1|gn,2|
2}

}
denotes the event that the relay n∗ is selected by the
enhanced max-min strategy. Thus,by using the equation
(10), the system outage probability is

P 1
out=1−

(
P

{
|gn∗,2|

2 ≥ max(ξ1, ξ2),
|gn∗,1|

2 ≥ ξ1,

|hn∗ |2 ≥ max(ξ1, ξ2)

}
|O1

)
P (O1) .

(11)
Note that Yn = min{ ξ1|hn|

2, ξ2|gn,1|
2, ξ1|gn,2|

2}, and all
of channels are Rayleigh fading channels and they are
independent and identically distributed. Assume that the
probability density function (PDF) of arbitrary channel |h|2
is f(x) = 1

σ2 e
−

x

σ2 [11]. Then, the cumulative distribution
function (CDF) of Yn is given by
FYn(x)=P

(
min{ ξ1|hn|

2
, ξ2|gn,1|

2
, ξ1|gn,2|

2} ≤ x
)

=1−P
(
min{ ξ1|hn|

2
, ξ2|gn,1|

2
, ξ1|gn,2|

2} > x
)

=1−P
(
ξ1|hn|

2
> x

)
P
(
ξ2|gn,1|

2
> x

)
P
(
ξ1|gn,2|

2
> x

)
=1−

(
e
− x

σ2 ξ1

)(
e
− x

σ2 ξ2

)(
e
− x

σ2 ξ1

)
=1−e

−( 2x
σ2 ξ1

+ x

σ2 ξ2
)
.

(12)

Then, note that Yn∗ = max{Y1, Y2, ..., YN ), the CDF of
Yn∗ can be given by

FYn∗
(x) = P (Yn∗ ≤ x) =

N∏
n=1

P (Yn ≤ x)

=

(
1− e

−( 2x
σ2ξ1

+ x

σ2ξ2
)
)N

.

(13)

We decode the user 1 first, there are relations R1 ≤ R2
and ξ1 ≤ ξ2, generally. Therefore, the outage probability of
system can be calculated as follows:

P
1
out=1−

⎛
⎝P

⎧⎨
⎩

|gn∗,2|
2 ≥ max(ξ1, ξ2),

|gn∗,1|
2 ≥ ξ1,

|hn∗ |2 ≥ max(ξ1, ξ2)

⎫⎬
⎭ |O1

⎞
⎠P (O1)

=1−

(
n∗= arg

n
max{min{ ξ1|hn|

2, ξ2|gn,1|
2, ξ1|gn,2|

2},

P{|gn∗,2|
2≥ξ2, |gn∗,1|

2≥ξ1, |hn∗ |2≥ξ2},n ∈ S}

)

=1−

(
n∗= arg

n
max{min{ ξ1|hn|

2, ξ2|gn,1|
2, ξ1|gn,2|

2}},

P{ξ1|hn∗ |2≥ξ1ξ2, ξ2|gn∗,1|
2≥ξ1ξ2, ξ1|gn∗,2|

2≥ξ1ξ2}

)

=1−P
(
max{min{ ξ1|hn|

2
, ξ2|gn,1|

2
, ξ1|gn,2|

2}≥ξ1ξ2
)

=1−P (YYn∗
≥ξ1ξ2)=P (YYn∗

≤ξ1ξ2)=

(
1−e

−(
2ξ2+ξ1

σ2 )

)N

.

(14)

B. Conventional Max-Min Relay Selection Outage Probabil-
ity

Note that O2=

{
arg

n∗∈S
max{min( |hn|

2,|gn,1|
2,|gn,2|

2)}

}
de-

notes the event that the relay n∗ is selected by the conven-
tional max-min strategy. Similarly, the outage probability can
be described as

P 2
out=1−

(
P

{
|gn∗,2|

2≥max(ξ1,ξ2),
|gn∗,1|

2≥ξ1,

|hn∗ |2≥max(ξ1,ξ2)

}
|O2

)
P (O2) .

(15)
We note that Xn = min{|hn|

2, |gn,1|
2, |gn,2|

2} and Xn∗ =
max{X1, X2, ..., XN). Similarly, we can get the correspond-
ing CDF as follows:

FXn(x) = P
(
min{|hn|

2
, |gn,1|

2
, |gn,2|

2} ≤ x
)

= 1−
(
e
− x

σ2

)3

= 1− e
− 3x

σ2 ,
(16)

FXn∗
(x) = P (Xn∗ ≤ x) =

N∏
n=1

P (Xn ≤ x)

= (

∫ x

0

3

σ2
e
− 3t

σ2 dt)N = (1− e
− 3x

σ2 )N .

(17)

By using equation (17), we can calculate the system
outage probability reached by the conventional max-min RS
by

P
2
out=1−P

(
{|gn∗,2|

2 ≥ ξ2, |gn∗,1|
2 ≥ ξ1, |hn∗ |2 ≥ ξ2},

n∗=arg
n

max{min{|hn|
2,|gn,1|

2,|gn,2|
2},n∈S}

)

=1−P

(
max{min{|hn|

2, |gn,1|
2, |gn,2|

2}}≥ξ2∪
{ξ1≤|gn,1|

2<ξ2, |hn|
2≥ξ2, |gn,2|

2≥ξ2}

)

=

(
1− e

−
3ξ2
σ2

)N

−

(
e
−

2ξ2+ξ1
σ2 −e

−
3ξ2
σ2

)N

.

(18)

C. Comparing the Enhanced Max-Min strategy with the
Two-Stage strategy

It can be seen in [8], where given the value σ2= 1, that
the outage probability reached by the two-stage RS strategy
is

P 3
out =

N∑
l=0

(
N
l

)
(F (2R2))

l
e−3lξ1

[
1− e−3ξ1

]N−l
,

(19)
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where F (x) = e2ξ1

(
e−2ξ1 − e

−
2(2x−1)

ρα2
2

)
. By utilizing

ξ2=
22R2−1
ρα2

2
, we can obtain the overall outage probability

by

P
3
out =

N∑
l=0

(
N
l

)(
1−e

2(ξ1−ξ2)
)l

e
−3lξ1

[
1− e

−3ξ1
]N−l

=

N∑
l=0

(
N
l

)(
e
−3ξ1−e

−ξ1−2ξ2)
)l[

1− e
−3ξ1

]N−l

=
[(

e
−3ξ1−e

−ξ1−2ξ2)
)
+

(
1− e

−3ξ1
)]N

=
(
1− e

−(ξ1+2ξ2)
)N

=P
1
out

(20)

Since the authors in [8] proved that this two-stage strat-
egy is an optimal method to minimize the overall outage
probability, equation (20) indicates that the enhanced max-
min strategy is also an optimal relay selection strategy.
Furthermore, we can compare the two optimal relay selection
strategies in term of their selection complexity.

TABLE I. Computational complexity of the two strategies
Strategy Numbers of Numbers of

Multiplications Additions
Enhanced Max-Min O(3N) O(3N)

Two-Stage O(20N) O(14N)

1) Computational complexity: From section II, we can
see that the difference in computation between the two
optimal strategies is large. Table I shows their numbers
of multiplications and additions in computation specifically,
where N denotes the account of relays. It is quite obvious
that the proposed enhanced max-min RS is better than the
other optimal relay selection strategy in term of computa-
tional complexity.
2) Storage overhead: During the selection process of the

two-stage RS strategy, we need to store the gains of all
the channels first. Then the values which meet the three
conditions in the first stage also need to be saved. At last,
the minimum of the two data rates in second stage need
to be saved for maximizing it to get the relay n∗. So the
storage overhead of the two-stage RS is O(3N+3N+N) =
O(7N). For the proposed enhanced max-min RS strategy,
except for storing the gains of all the channels, we need
to store the values of min{ ξ1|hn|

2, ξ2|gn,1|
2, ξ1|gn,2|

2}.
Thus, the storage overhead of the enhanced max-min RS
is O(3N +N) = O(4N).

IV. NUMERICAL RESULTS

The outage performance of the cooperative RS-NOMA
system with the above several RS strategies is evaluated by
simulating in this Section. Firstly, the outage probabilities of
the cooperative RS-NOMA with the three mentioned relay
selection strategies are compared in Fig. 2. We can see that
the two optimal relay selection strategies achieve the same
outage performance, both outperform the conventional max-
min RS strategy. Fig. 3 shows the storage overhead and
the time consumption of the two optimal relay selection
strategies, which is achieved when N = 100 and the time
consumption is obtained by MATLAB in Windows 10 with

SNR in dB
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Fig. 2. The outage probabilities of cooperative RS-OMA and
RS-NOMA with different RS strategies.R1 = 0.5 BPCU,
R2 = 2 BPCU, α2

2= 1/4, N = 2, and σ2= 10.

Fig. 3. Storage overhead and time consumption of the two
optimal strategies.

the Intel(R) Core(TM)2 Quad CPU Q9300. We can draw
that the proposed enhanced max-min RS can reduce almost
43% storage overhead and 95% latency caused by selection
strategy compared with another optimal relay selection. In
addition, the performance of cooperative RS-OMA is also
evaluated in the simulations. For the relay selection strategy
of OMA system, we use the conventional max-min criterion.
As can be seen from Fig. 2, the cooperative RS-NOMA
system can efficiently improve the outage performance,
which means that using NOMA technique can achieve a
significant gain in term of the reception reliability compared
with using OMA technique with the same relay selection.
Cooperative RS-NOMA system can obtain this performance
gain because it can serve the two users simultaneously,
whereas RS-OMA system needs twice resources, such as
bandwidth or time slots, to serve them.
Furthermore, we simulated the outage performance under

the different N and σ2, where N denotes the number of
relays to select and σ2 denotes the Rayleigh fading channels
parameter, which is described specifically in Section III.
From Fig. 4 we can see that the outage performance with
N = 5 is better than that with N = 2, especially in high
SNR. The reason is that these RS strategies can obtain the
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Fig. 4. The impact of N and σ2 on outage performance for
different relay selections.

diversity gain of the N relays. In addition, the enhanced
max-min RS-NOMA scheme has higher SNR gains when
N is larger compared with the conventional max-min RS-
NOMA scheme and the RS-OMA scheme. By comparing
the curves of these relay selections with different σ2, we
know that the outage performance is better when σ2= 10,
especially the outage performance gain is larger in low SNR.
This is because the bigger of the σ2, the better of the channel
(E(|h|2) = σ2). Finally, compared the dash with solid line
in Fig. 4, we can achieve a lower outage probability by
adding the number of relays to select when channel is worse
(σ2= 1).

V. CONCLUSIONS

We proposed and analyzed the enhanced max-min RS
strategy for cooperative RS-NOMA system in this paper.
Analytical results and simulation results both demonstrated
that the enhanced max-min RS strategy can obtain not only
the the optimal outage performance, but also the maximum
diversity gain of the N relays. This makes the relay selection
well suited for mobile ambulance video guided surgery com-
munications because it will choose to switch to the best relay
in real time to ensure the QoS of medical communications.
Compared to another optimal relay selection, the enhanced
max-min scheme has a lower computational complexity and
its storage overhead is smaller. The proposed enhanced
max-min RS can reduce almost 43% storage overhead and
95% latency caused by selection strategy compared with
another optimal relay selection. Then, smaller latency in
cooperative RS-NOMA system could be guaranteed by using
this enhanced max-min RS scheme. Smaller latency can
make the medical communication more reliable, since the
timeliness of some medical data is very short, such as real-
time blood pressure for heart diseases.

REFERENCES

[1] W. D. de Mattos and P. R. L. Gondim, “M-Health Solutions Using
5G Networks and M2M Communications,” IT Professional, vol. 18,
no.3, pp.24-29, May. 2016.

[2] A. Benjebbour, Y. Saito, Y. Kishiyama, et al., “Concept and Practi-
cal Considerations of Non-orthogonal Multiple Access (NOMA) for
Future Radio Access,” Proc. IEEE Intelligent Signal Processing and
Communications Systems (ISPACS), Naha, 2013, pp.770-774.

[3] L. Dai, B. Wang, Y. Yuan, et al., “Non-orthogonal multiple access for
5G: Solutions, challenges, opportunities, and future research trends,”
IEEE Commun. Mag., vol. 53, no. 9, pp. 74-81, Sept. 2015.

[4] D. K. Rout, and S. Das. “Reliable communication in UWB body area
networks using multiple hybrid relays,” Wireless Networks, 2016: 1-
16.

[5] Z. Ding, M. Peng and H. V. Poor, “Cooperative Non-Orthogonal
Multiple Access in 5G Systems,” IEEE Commun. Lett., vol. 19, no.
8, pp. 1462-1465, Aug. 2015.

[6] X. Liang, Y. Wu, D. W. K. Ng, et al., “Outage Performance for
Cooperative NOMA Transmission with an AF Relay,” IEEE Commun.
Lett., vol. 21, no.11, pp.2428-2431, Nov. 2017.

[7] S. Luo and K. C. Teh, “Adaptive Transmission for Cooperative NOMA
System with Buffer-Aided Relaying,” IEEE Commun. Lett., vol. 21,
no. 4, pp. 937-940, Apr. 2017.

[8] Z. Ding, H. Dai and H. V. Poor, “Relay Selection for Cooperative
NOMA,” IEEE Wireless Commun. Lett., vol. 5, no. 4, pp. 416-419,
Aug. 2016.

[9] F.-L. Luo, C. Zhang, Signal Processing for 5G: Algorithms and
Implementations, Wiley-IEEE Press, pp. 143-168, 2016.

[10] Y. Jing and H. Jafarkhani, “Single and multiple relay selection
schemes and their achievable diversity orders,” IEEE Trans. Wireless
Commun., vol. 8, no. 3, pp. 1414-1423, Mar. 2009.

[11] D. Tse, P. Viswanath, Fundamentals of Wireless Communication,
Cambridge University Press, Cambridge, 2005.

ISMICT2018

Copyright © 2018 by IEEE - All Rights Reserved. 152



Impact of the Sternotomy Wires and Aortic Valve
Implant on the On-Body UWB Radio Channels

Mariella Särestöniemi, Timo Kumpuniemi,
Matti Hämäläinen, Jari Iinatti

Centre for Wireless Communications (CWC)
University of Oulu

Oulu, Finland
givenname.familyname@oulu.fi

Carlos Pomalaza-Raéz
Department of Electrical and Computer Engineering

Purdue University
Fort Wayne, Indiana, USA

cpomalaz@purdue.edu

Abstract—In this paper, the impact of the sternotomy wires
and aortic valve implant on the ultra wideband (UWB) channel
characteristics is studied. The evaluations are performed by
calculations, measurement data analysis, and power flow
simulations. The aim is to show that implants, which consist of
steel, titanium, and other highly conductive materials, do have
clear effect on the signal propagation even inside the tissues. This
impact should be taken into account when using in-body or on-
body communications devices, such as capsule endoscopes, etc.

Keywords—aortic valve implant; radio channel; signal
propagation; sternotomy closure wires; WBAN

I. INTRODUCTION

Wireless body area network (WBAN) channel
characteristics have been under an intensive study during the
recent years. Several channel models, measurement campaigns
and propagation simulations have been realized to get deeper
understanding of the channel propagation in the vicinity or even
inside a human body [1-10].

Medical implants, such as pace makers, valve implants, etc.
bring their own challenge on this field. Many of the implants
may contain steel, titanium alloy, tungsten, and other highly
conductive materials and thus will have clear effect on the
channel characteristics in the vicinity where they are located.
Furthermore, medical wires, staples, and bands, which are used
for the closure after the operation [11], can have significant
impact since usually they are located close to the skin and hence
close to the on-body antennas and sensor nodes.

There  are  just  a  few  studies  on  the  impact  of  the  medical
implants on the channel characteristics [6-8]. The main
challenge in this type of studies is the difficulty to obtain
measurement data. Although the WBAN channel characteristics
can be investigated through electromagnetic propagation
simulations, which are based on, for instance, Finite Difference
Time Domain (FDTD), Finite Integration Technique (FIT) or
Finite Element Method  (FEM)  [9, 10], at some phase the results
should be verified with the real measurement data.

The impact of a titanium based aortic valve implant on the
ultra wideband (UWB) channel characteristics has been reported
in [6-8]. The studies in [6-7] included measurement data where
one of the volunteers has an aortic valve implant. The main

result of the previous work is that the titanium based aortic valve
has an impact on the channel characteristics depending on the
locations of the on-body antennas. Reference [8] applies this
scenario in the FEM-based 3D simulator studying the impact of
the aortic valve on different locations of the antennas as well as
the impact of the depth of the valve.

To our best knowledge, there are no published studies on the
impact of the post-surgery medical wires on the UWB on-body
channel propagation. However, it is essential to understand their
impact on the channel characteristics since these kinds of
impacts have to be taken into account when using any in-body
or on-body device, for instance endoscopy capsules or
wearables.

The main contribution of this paper is to show the impact of
the sternum closure wires on the propagation of UWB signals.
The study is performed by calculations, measurement data
analysis and FIT-based power flow simulations. Three different
on-body antennas using two different separation distances are
considered. In this study, the impact of the titanium based aortic
valve on the channel characteristics has also been reported.

This paper is organized as follows: Section II presents the
setups used in the simulations and measurement campaign.
Section III presents the results of the power flow simulations.
Calculations for propagation times are presented in Section IV.
Measurement results are presented and discussed in Section V.
Summary and Conclusions are given in Section VI.

II. SIMULATION AND MEASUREMENT SETUP

A. Antennas
In this study, we used three different antennas designed for

on-body communication: loop and dipole antennas designed at
CWC [12], and commercial SkyCross antennas [13]. The
antennas were located on the chest asymmetrically respect to the
sternum: i.e., one antenna was on the middle of the sternum and
the other on the left side of the chest. Two antenna separation
distance cases were studied: 6.5 cm and 15 cm. Figure 1
illustrates the location of the antennas respect to the sternum,
heart and the sternotomy wires. Figure 2 presents the location of
the aortic valve in the heart. For an antenna separation distance
6.5 cm, we studied also the case when the antenna is on the right
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side of the chest. Between the antenna and the human body, there
was a 4 mm rohacell piece to improve antenna efficiency.

Figure 1. Location of the antennas on the chest for left side case.

Figure 2. Location of the aortic valve in the heart.

B. Simulator
We studied the propagation inside the human body using the

CST MicroWaveStudio (MWS) [14] simulation software with
an extension of Biomodel library. An anatomical voxel model
Tom was chosen for our simulations. A simplified version of an
aortic valve implant was modelled according to the figures and
information provided by Medtronics in [15], and included it in
the heart of the voxel model.  The picture of a Medtronics’ valve
is  found  in  Figure  2  [15].  The  aim  of  the  simulations  was  to
model  the  power  flow  inside  the  human  body  to  find  the
possible reflections and diffractions from the sternotomy wires
and the aortic valve.

C. Measurements
The measurements were conducted in an anechoic chamber.

Two sets of measurements were taken. In the first measurement
set, the frequency bandwidth was 2-8 GHz and the antenna
distance was dA = 6.5 cm. Volunteers A (with implant) and B
(without implant) participated into this measurement. In the
second measurement set, in which the volunteers A and C
(without implant) participated, the frequency bandwidth was
3.1-10.6 GHz and dA = 15 cm. In both measurements, the
number of frequency points per sweep was set to 1601. The
measurements were conducted in a frequency domain to obtain
channel’s frequency responses (S21 parameters,) which were
later transformed into time domain in Matlab using Inverse Fast
Fourier Transform (IFFT) to get impulse response (IR). Since
the channel data is stored in the frequency domain, it will be

possible to study impulse responses for different bandwidths as
the IFFT can be performed to the selected bandwidth.

D. Volunteers
    Three male volunteers assisted in the measurements. The
sizes of the volunteers are summarizes in Table I. One of them
has a titanium alloy based aortic valve implant (illustrated in
Figure 2.) This subject also has medical wires in his sternum
used in the sternum closure after the valve operations. The
medical wires are made from steel and there are altogether six
wires as shown in Figure 1.

III. POWER FLOW SIMULATIONS

      First, the propagation inside the human body with an aortic
valve implant was studied by simulating the power flow around
the chest area. For this first scenario, we did not include yet the
metallic wires in the model since we preferred to see the pure
impact of the aortic valve. For the comparison, the propagation
flow was simulated for the voxel model without the implant as
well.
        Figures 3a ja 3b show the power flows with and without
implant, respectively. We can observe that the implant has a
clear effect on the propagation flow: the power flow is different
in terms of spreading and intensity if the valve and wires are
included in the model since there are several reflections from
the titanium alloy torus ring, as well as from the steel wires.

Table I Information about the volunteers.
A(with implant) B (no implant) C (no implant)

Height 170 cm 181 cm 173 cm
Weight 62 kg 76 kg 75 kg
Age 61 22 27

 a)

 b)
Figure 3a and 3b. Simulated power flow for the voxel model
a) with a valve implant and b) without a valve implant.
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 Figures 4. Reflections from the sternotomy wires.

Furthermore, the power flow study is repeated for the model
with metallic wires used for sternum closure (Figure 4.) In this
case, the valve implant is not included in the model. From the
propagation flow figure, one can note reflections from metal
wires towards RX-antenna.

IV. PROPAGATION TIME CALCULATIONS

      According to the propagation flows, there are several
reflected propagation paths from the valve implant and
sternotomy wires. Different paths go through different tissues
and with different propagation times. Just some of the reflected
signals arrive with power level high enough to be recognized in
the RX-antenna. In this section, we calculate propagation time
for signals reflecting from the valve and the sternotomy wires.

     When calculating the reflection from the wire, we assume
straightest reflection path, which is assumed to be the strongest
one, from the wire towards RX-antenna. Basically, this signal
would go through muscle, fat and skin tissues.

      When  we  calculate  the  impact  of  the  aortic  valve  on  the
channel characteristics, we also assume reflection from the valve
or the surrounding torus ring towards RX. This signal would
travel through all the tissues: heart, lung, bone, muscle, fat and
skin. Next, we will calculate the assumed arrival time for the
peaks due to the wires and the peaks due to the valve. The
velocity of the propagation signal in the ith tissue is calculated as

݂,݅ݒ = ܿ

ඥ݅ߝ,݂
 , (1)

where is the relative permittivity of a tissue at frequency ݂,݅ߝ f.
The relative permittivity may change significantly with the
frequency depending on the tissue. Once we know the velocity,
we can easily calculate the propagation time in each of the
tissues having a length of di using

݂,݅ݐ = ݀݅
݂,݅ݒ

 , (2)

which are then summed up to obtain overall propagation time.

We made our assumptions of the di based on the dimensions
of the voxel model and information obtained from the anatomy
references [11]. Parameter d consist  of  the  signal  path  going
directly from TX-antenna to the valve dTX-V and then the
reflected path from valve to RX dV-RX. In general, these
distances are just assumptions since human bodies have
different dimensions.

Table II. Relative permittivity (er) and depth of different tissues
in the study cases (d/i deflated/inflated).

Skin Bone Fat Muscle Heart Lung
(d/i)

er, 2 GHz 38.6 11.7 11.0 53.3 55.8 21/49
er, 3 GHz 31.3 11.0 10.7 52.1 53.7 20/47
er, 8 GHz 33.2 8.8 9.3 45.5 45.4 17/41
er,10GHz 37.5 8.12 8.8 42.8 42.2 16/38
dTX-w as
dTX,RX=
6.5 cm,
15 cm

0.005 m - 0.005
m

- - -

dw-RX,as
dTX,RX=
6.5 cm

0.005 m - 0.01
m

0.045
m

- -

dTX-v as
dTX,RX=
6.5 cm,
15 cm

0.005 m 0.01
m

0.005
m

0.01 m 0.03
m

-

dv-RX as
dTX,RX=
6.5 cm

0.005 m 0.01
m

0.005
m

0.001
m

0.02
m

0.025
m

dw-RX,,as
dTX,RX=
15 cm

0.005 m - 0.05
m

0.085
m

- -

dv-RX as
dTX,RX=
15 cm

0.005 m 0.01
m

0.015
m

0.02 m 0.02
m

0.08
m

Table III. Propagation time of the reflected signal

Antenna  distance
dA_tot

Time [s]

6.5 cm [2-8 GHz] 15.0 cm [3-10 GHz]

tTX_w 1.5e-10 1.4e-10
tw_RX 1.2e-9 2.4e-9
ttotal_wire 1.3 e-9 2.5e-9
tTX_V 1.2e-9 1.1e-9
tV_RX 1.4e-9 2.9e-9

ttotal_valve 2.6e-9 4.0e-9

     The dimensions and relative permittivity of corresponding
tissues at different frequencies are obtained from [16] and
summarized in Table II. Permittivity values for 2, 3, 8, ja 10
GHz are presented to show the variation of the permittivity
values within the studied frequency ranges. When we calculate
the velocity in each tissue, we use the permittivity averaged
over the frequency range used in the measurements.

V. MEASUREMENT RESULTS

A. Antenna distance 6.5 cm
At first we study the channel impulse responses obtained

using the SkyCross antenna in the measurements with the
volunteer having an implant. Figure 4a illustrates all 100
impulse response samples obtained in the measurements when
the antenna was on the left side of the body. For comparison, the
impulse responses with the reference volunteer (non-implant)
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are shown in Fig. 4b. The variation between the samples are due
to the small unintentional movements of the volunteer during the
measurement. For both cases, the main peak arrives at same
time, approximately 0.5 ns. This is the line-of-sight propagation
peak. At time instant 1 ns arrives the second peak for both cases,
assumed the signal propagation through creeping waves.

A rough comparison between the impulse responses
presented in Fig 4a and Fig 4b show that there are more peaks at
significant signal level in the channel impulse responses of the
volunteer with an aortic valve implant. According to the
calculations presented in Table III, the peaks due to the metallic
wires in the sternum should arrive at the time of approximately
1.3 ns. Some variation is seen in the timing and strength of the
peaks because there are several wires and also breathing has
impact on this. In Figure 4a, the peaks due to the metallic wires
can clearly be seen around 1.3 ns. Instead, in the channel IR of
the reference person, there is no clear peak at this time set.

According to Table III, the peaks due to the aortic valve
should  be  seen  at  the  time  instant  of  2.6  ns.  With  SkyCross
antenna, the implanted volunteer has a peak around 2.3 ns in the
measurement, when the RX-antenna is on the left side and 2.5
ns in the measurements, when the RX-antenna is on the right
side.  Since  the  valve  is  located  slightly  on  the  left  side  of  the
body center, the reflected signal has to propagate longer distance
within the tissues on the right-side measurements, which
explains the difference between the timing and attenuation
differences in left and right side cases. The level of the peak is
relatively low compared to the main peak since the attenuation
of the signal within the body tissues is high. Since the valve is
moving with the heartbeat, also the reflection angle is changing
periodically and thus the arrival timing is changing. This
explains the differences between timing of the samples.

Next we study the impulse responses obtained in the
measurements with the loop antenna on the volunteer with an
aortic valve implant. Both left side and right side cases were
studied and the results were shown in Figure 6a and 6b. Similar
tendencies can be found as with SkyCross antenna: Peaks due to
the metallic wires in the sternum can be found approximately at
the time instant of 1.2 ns. Furthermore, the peaks due to the
aortic valve implant at the time instant of 2 ns.

B. Antenna distance 15 cm
Next, we study the measurement results for left-side case

where the distance between the antennas is 15 cm. The impulse
responses for all 100 samples are plotted for loop and dipole
antennas in implant and non-implant cases in Figures 7a and 7b,
respectively. Additionally, the average of the impulse responses
are included in the figures.

According to the calculations presented in Table III, the signal
paths due to the reflection from the metallic wires should arrive
approximately at the time instant 2.6 ns. From the Figure 7a, we
can see clear peaks arriving at this time instant. For some IR
samples, the peaks around 2-2.6 ns are clearly higher. However,
the average curve shows only a small peak at 2.6 ns since the
arriving peaks are not aligned, which may affect destructively
on the peaks of the averaged IR.

Finally, the reflections from the aortic valve are evaluated. Table
III shows that the signal paths reflected from the valve should
arrive approximately at time instant 4.0 ns. When looking at the
averaged impulse response (black dashed line) in Figure 8a,
there is no peak visible in the impulse response. Instead, when
we study the single impulse responses more precisely, we can
notice very low peaks in some of the IR samples. This is due to
the fact that aortic valve is moving and hence causing variations
in the reflections. Due to the strong attenuation of the signal
within the tissues, the level of the peak is very low as the antenna
distance is 15 cm. When studying the averaged channel IR (blue
solid line) of the reference volunteer, we see also several peaks
but those at the considered time instant are almost at noise level.
These results are valid both for loop and dipole antennas.

VI. SUMMARYAND DISCUSSION

 In this paper, we have examined the impact of the
sternotomy wires and aortic valve implant on the UWB channel
characteristics. The evaluations are performed by calculations,
measurement data analysis, and FIT-based power flow
simulations. In the measurements, we used three different
antennas designed for on-body and off-body communications.

 From the results it was found that the sternotomy wires and
the aortic valve implant have an impact on the channel
characteristics. The impact depends on the nature of the antennas
and their location. Even with the on-body antennas, the impact
can clearly be seen in the measurement results: there are peaks
at time instances that correspond to the expected propagation
delay from the sternotomy wires and the aortic valve implant. In
the calculation of the expected propagation delay, the
propagation velocities in different tissues on the propagation
path has been taken into account. Naturally, the individual
differences may cause strong variation in the results.
Furthermore, the impact is also assumed to be clearly more
significant if in-body antennas were used instead of on-body
antennas.

Previously the impact of the sternotomy wires has not been
investigated and, hence, the results presented in this paper
provide a first insight to this aspect. The medical wires can be
considered as a type of medical implant since they are non-
biological material and normally stay in the body after the
operation for the rest of patient’s life. Many of them are close to
the skin and hence can have a significant impact on the channel
characteristics. This has to be taken into account if using any in-
body or on-body communication devices, for instance
endoscopy capsules, etc., since additional peaks in the channel
impulse response may cause interference. Besides, knowledge
about the impact of the wires would allow to better locate Rx
and Tx antennas for communications with in-body implants
avoiding that interference.
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Figure 4. SkyCross antenna IRs a) with implant, and b)
without implant in the left side case

Figure 5. SkyCross antenna IRs a) with implant, and b) without
implant in the right side case.

Figure 6. Loop antenna IRs a) at left side measurements and b)
right hand measurements

Figure 7. Loop antenna IRs a) with the implant and b) without
the implant.

Figure 8.  Dipole antenna IRs a) with the implant and  b) without
the implant.
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Abstract—Human motion classification is emerging technology
which can improve healthcare system and to realize context-
aware body area network (BAN). This paper focused the fact
that the radio channel characteristics between sensor devices and
coordinator may have stronger potential for motion classification
than the conventional methods using accelerometer and the video
sensor. Due to extremely large variety of possible combination of
the channel components it is actually very difficult to obtain the
accurate motion classifier based on measurement. Therefore, this
study proposed a simulation-based classifier that is generated by
large amount of data from the combination of individual channel
components in computer simulation. This paper presented the
current development that included only the free-space path loss
variation by body motion. The automatic motion classification
for 6 motion scenarios by using the radio channel between
four sensor devices and coordinator was evaluated. From the
results, it was seen that the method using radio channel entirely
outperforms the method using acceleration, particularly in static
motion scenarios.

Index Terms—motion classification, radio channel, accelera-
tion, machine learning, decision tree

I. INTRODUCTION

Facing with the problems of declining birthrates, aging

society, and shrinking population, the information communi-

cation technology (ICT) for medical healthcare applications is

emerging, and thus the body area network (BAN) that connects

wireless devices around the human body has attracted consid-

erable attention. IEEE 802.15.6 standardization for BAN was

established in 2012 [1]. The BAN is a short range wireless sen-

sor network in the vicinity of humans; the applications include

medical and healthcare services and consumer electronics. In

medical and healthcare applications, various wireless sensor

devices are implanted within the human body or attached to

the body surface, and a coordinate node collects the vital

information from sensor devices. The collected vital data of

patients or elderly people from BAN is transferred to remote

healthcare services and can significantly improve healthcare

system.

This work challenges an accurate human motion identifi-

cation using a radio channel characteristics in BAN as an

innovative BAN application. Human motion identification can

offer significant functions in various healthcare applications

such as fall detection of elderly people, watching children,

the disabled care, analysis/diagnosis of lifestyle, elucidation

of the pathogenesis. Furthermore, context-aware control of

power consumption and data traffic, and thus can improve
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Fig. 1. Simulation-based body motion classifier.

the efficiency of the wireless network. For human motion

identification, the several techniques using accelerometer and

the video sensor have often been developed, but further

improvement of the classification accuracy and extension of

the use cases is necessary to widely use it in various healthcare

applications [2]–[6].

This study aims at developing an accurate motion clas-

sification method by using the radio channel between the

coordinator and multiple sensor devices. As discussed in many

previous studies [7]–[9], the BAN channel response between

the transmitter and receiver is inevitably influenced by the

body, which causes different propagation mechanisms from

those of conventional wireless systems. In general, many inter-

connected channel components such as body motion/posture,

physique, sensor position, antenna characteristics and mul-

tipath propagation affect the channel characteristics in the

measured channel response, and thus, it is very difficult to

distinguish each component clearly to describe the propaga-

tion mechanisms [7]. Moreover, the BAN channel is usually

not stationary due to body movement and daily changes in

human environments. As the BAN system operates under time-

varying conditions depending on human activities in which

the whole body or part of the body is in movement, it can be

subject to time-varying channel fading [8], [9].

As described above, the BAN channel property is disadvan-

tageous from the viewpoint of wireless data transmission, but

it may have stronger potential for motion classification than the

conventional methods using accelerometer and video sensor.

By using the radio channels collected in various motions,

machine learning techniques can produce an accurate motion

classifier. However, because there are extremely large variety

of possible combination of the channel components described
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above, it is actually very difficult to obtain the accurate

motion classifier based only on measurement. Therefore, in

this study, a simulation-based classifier that is generated by

large amount of data from the combination of individual

channel components in computer simulation is proposed. Fig.1

shows the framework of this study. By increasing the number

of training data, the accuracy of the classifier can be improved.

In our previous work [10]，we experimentally compared the

classification performance of two methods using radio channel

and acceleration in terms of eight body motion scenarios.

The radio channels were simulateneously measured between

coordinators attached to Navel and four sensor devices

attached to Arm, Wrist, Thigh, and Ankle, and the three-

axis acceleration was also measured at the same time．From

measured data seven time-domain features are extracted and

the classifier was obtained by decision tree algorithm. We

demonstrated that using radio channel is more advantageous

than using accelerometer especially for static motion/posture.

However, as long as the radio channel is a combination

of various channel components, the performance is usually

determined by the specific condition of the measurement.

This paper describes the initial development of the com-

puter simulation environment to generate radio channel by

body movement using motion capture database, and presents

preliminary results.

II. DEVELOPED SIMULATION ENVIRONMENT

In our initial development, the radio channel depends only

on the distance between the sensor device and the coordinator,

namely free-space path loss is only considered, but body

shadowing and multipath propagation are not included. As

a body motion emulation tool, Unity, a cross-platform game

engine developed by Unity technologies is employed. As

shown in Fig.2, the time series of the coordinates of the sensors

and the coordinator at every sampling interval were measured

in the software. By calculating the distance between the

sensor and the coordinator, the temporal variation of channel

path gain and three-axis acceleration are obtained. Using the

same parameters of the previous measurement for comparison

purpose, the carrier frequency, sampling interval and transmit

power are chosen by 2.4 GHz, 40 ms and 2.5 dBm.

(a) Node positions

143_01 136_21 132_50 143_18 77_02 114_05

(b) Body motion scenarios with the motion id number of CMU mocap
DB

Fig. 3. Simulation model

As shown in Fig.3(a), it is assumed that the sensor devices

are attached to Arm, Wrist, Knee, and Ankle, and the

coordinator is attached to Navel. In order to act the body in

Unity, the free motion capture database developed by Carnegie

Mellon University (CMU). The motion capture database in-

cludes more than 2,500 motion data which were captured by

Vicon motion capture system consisting of 12 infrared MX-40

cameras in a working volume of approximately 3 m × 8 m.

In this study，six motion scenarios of Running，
Walking，SlowWalking，Updn，Standing，and

Sitting are selected as shown in Fig.3(b). For precise

evaluation of the proposed simulation-based method

with measurement, the body motion should be captured

simultaneously with radio channel and acceleration. However,

in this work, appropriate motion data from CMU motion

capture database for convenience’s sake. Each data has a

different length, but the length was adjusted to that of longest

data of Updn repeating each original.

III. DATA PROCESSING

In this study, we employ time-domain processing using the

received signal strength (RSS) which is one of narrowband

channel characteristics. The RSS is obtained by the Friis

formula as

Pr =

(
λ

4πd

)2

Pt (1)

where λ, d and Pt denote the wavelength, the distance between

the sensor and the coordinator, and tranmit power, respectively,

and the antenna gain is assumed to be unit (isotropic radiation).

In addition, we used a combined acceleration (ACC) that is

ISMICT2018

Copyright © 2018 by IEEE - All Rights Reserved. 159



0 1 2 3 4 5 6 7 8 9 10
time[t]

100

200

300

400

500

600

ac
c

Raw data
filtered

Fig. 4. Noise filtering (Running@Arm)

180

200

220

R
S
S

Arm

Wrist

knee

Ankle

0 5 10 15 20 25

time[t]

200

400

600

A
C
C
[g
/1
0
0
]

time[t]

Fig. 5. Filtered signal example; Running.

calculated by

Ar =
√
a2x + a2y + a2z (2)

where ax，ay and az denote the acceleration along x，y and

z axes in [g/100], respectively. The gravitational acceleration

g = 9.8 m/s2.

The following subsections briefly describe the data process-

ing procedure from the preprocessing to the motion classifi-

cation.

A. Pre-processing

The temporal variation of the RSS and ACC usually include

trivial fluctuation from any possible involuntary movement

irrelevant to the body motion. The high frequency component

can be cut off by moving average filter in time domain as

shown in Fig.4 for Running where the window size was

set by N = 5 so as the cutoff frequency to be 5 Hz. As an

example, the signal after preprocessing is presented in Fig. 5.

B. Feature Extraction

From the filtered temporal variation of the RSS and ACC

of four sensors in preprocessing, the features are calculated at

every sample sliding the window with the length of M where

the length was set by M = 6 (240 ms) as in [11]．Some

features in time domain such as mean value, variance, level

change, mean value slope, square integral, root-mean-square,
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Fig. 6. Classification performance comparison

and range were evaluated in previous study, from correlation-

based feature selection it was concluded that the following

feature set is the best combination for the highest performance.

Mean value : MV =
1

N

N∑
n=1

Zn, (3)

Level change : LC =
1

N − 1

N−1∑
n=1

|Zn+1 − Zn| (4)

where Z is replaced by the RSS and ACC for feature calcu-

lation.

C. Machine Learning Algorithm

The decision tree machine learning algorithm was employed

to generate a motion classifier. In this study, the C4.5 based

decision tree algorithm was used for classifier generation

and validation. This algorithm was developed in J48 and

included in WEKA machine learning package [12]. We choose

the decision tree algorithm because it offers comprehensive

visualization of the classification mechanism. The whole data

is separated into 10 equal-length data segments for 9 training

data sets and 1 test data sets. By cross-validation with these

10 data segments exchanging the test data set, the evaluations

for 10 test data sets in total were performed.

IV. MOTION CLASSIFICATION RESULTS

The performance comparison of the decision tree classifiers

generated by using RSS and ACC is presented in Fig.6. It

is seen that the success rates of the two methods using RSS

and ACC are approximately 99 % and 88 %, respectively,

and the method using RSS entirely outperforms that using

ACC. As a more insightful result, the confusion matrices are

presented in Tables I and II where the row denotes the class

label of the test data and the column indicates the correctly

decided class label．From these results, it can be seen that

while the error of the classification by ACC increases in static

motion scenarios such as SlowWalking, Standing，and

Sitting, the classification by RSS has no significant error

increasement.

The reason is thought that the ACC is not significantly

changed in the static motion but the RSS at each link differ

from one another depending on the transmission distance.

In near future, we will consider body shadowing, multipath
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propagation, antenna effects and so on in this simulation

framework, then an accurate classifier is expected to be

produced by more realistic RSS data.

V. SUMMARY

This paper presented a preliminary result of the simulation-

based body motion classifier which aims to improve the

accuracy by using large amount of data from the combination

of individual channel components in computer simulation. The

channel component included in the current development is

only the free-space path loss variation by body motion that is

obtained by a motion software Unity with a motion data from

the CMU motion capture database. Assuming that the sensor

devices are attached to Arm, Wrist, Knee, and Ankle,

and the coordinator is attached to Navel, the automatic

classification for 6 motion scenarios of Running，Walking，
SlowWalking，Updn，Standing，and Sitting was

evaluated where the classifier was generated by decision

tree machine learning algorithm. The results showed that the

method using RSS entirely outperforms the method using

ACC, particularly in static motion scenarios, which is con-

sistent with our previous measurement results.
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Abstract—Encouraging physical activity is becoming an 

increasingly relevant issue in modern society. Studies have shown 

that being involved in regular physical activity is essential for 

individuals’ physical, mental and social development. The field of 

Information and Communication Technology (ICT) has been applied 

in several areas of research. One of the main domains that utilize the 

applications of ICT is the health domain. The definition of eHealth 

has appeared in the literature describing this integrated area of 

research. Health technologies have been increasingly utilized in 

physical activity promotion and intervention. Physical Activity Self-

Monitoring Technologies (PAMTs) are a popular example of such 

technologies. New wearable activity monitoring technologies, such as 

fitness bracelets that track everyday activity, provide a technological 

solution for promoting active lifestyles. This research presents a pilot 

test that makes a valuable contribution within the area of valid and 

accurate trackers in terms of distance walked, using a treadmill 

walking activity, and a manual counting of steps, taken in a stair 

climbing activity. This study might assist other researchers in their 

choice of reliable equipment to use in research that involves reliable 

and accurate distance and steps calculations. 

Keywords— Activity Trackers; eHealth; Fitbit; Jawbone; 

Physical Activity Monitoring Technologies.  

I. INTRODUCTION 

Physical activity is an important issue that has previously 
been considered [1] [2]. The first Surgeon General’s Report on 
physical activity and health, highlighted the importance of 
regular physical activity for all ages including males and 
females [1]. Physical activity is associated with positive effects 
on individuals’ body systems, such as the musculoskeletal, 
cardiovascular, respiratory and immune systems. Regular 
participation in physical activity has been found to reduce the 
risk of many diseases, improve physiological and 
psychological functions, and is also associated with lower 
mortality rates [1]. It has been demonstrated that participating 
in regular, moderate-to-vigorous physical activity benefits 
people of all ages. Exercise contributes in a positive way to 
both physical development and general health, while providing 
additional benefits for mental health [1] [3]. Physical activity 
supports the maintenance of healthy bones, muscles and joints, 
as well as helping to manage weight and reduce fat. Positive 

effects of exercise include: reduced levels of depression, 
improved mood, and enhanced cardiovascular and 
musculoskeletal function [1]. Increased physical activity 
reduces the risk of specific diseases such as: heart disease, high 
blood pressure, colon cancer and diabetes, while lower levels 
of physical activity contribute to the likelihood of obesity. 
Therefore, health institutions such as: the ACSM, the CDC, the 
AHA, the PCPFS, and the NIH, have all recommended regular 
participation in physical activity [1]. One main factor that 
contributes to a healthy and active life-style, is ensuring 
adherence to their daily recommendations for physical activity. 

Information and Communication Technology (ICT) is a 
large and rapidly changing field of study that relates to the 
technologies used to manage information and support 
communication. ICT innovations have been adopted in 
different contexts and used in many sectors because of their 
creative potential and positive implications. Technology-based 
interventions have become widely used for health promotion 
[4]. The term eHealth has been extensively mentioned in the 
scientific literature. Researchers have identified the “Health” 
and “Technology” as a two general themes in most published 
definitions of the term eHealth [5]. All definitions of eHealth 
consider technology as a tool to increase, serve, assist or 
improve user activities in health care [5]. Research supports the 
use of health ICTs in physical activity interventions [6]. 
Technology has the potential to play a significant role in 
contributing to physical activity and influencing exercise 
behaviors. Indeed there is a notable trend for using technology 
to help promote physical health [7] [8] [9] [10]. A number of 
new technologies have been employed within this context, 
including desktop computer systems, mobile applications, 
monitoring devices, computer games and exergaming 
technologies [8] [9] [10]. 

Different technologies have been used for physical activity 
promotion such as Physical Activity Self-Monitoring 
Technologies (PAMTs) [11]. PAMTs refer to the technology 
that is used for the purpose of tracking a user’s physical 
movement, and measuring objective data related to such 
movement. Wearable PAMT devices have the ability to 
monitor and measure users’ daily physical activity data [12]. 
This ability draws researchers’ attention towards the use of 
these tools in different applications, especially within a health 
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context [13]. PAMTs have a range of types, mechanisms and 
capabilities. They are also varied in their way of attachment to 
an individual’s body (that is, waist-clips, wrist-bands, or 
applications installed on a user’s mobile or tablet device). In 
addition, PAMTs have the ability to measure different 
components of physical activity, such as duration, frequency, 
and intensity of physical activity. Three main measurements 
have been widely investigated in the literature of PAMT. Step 
count is one of the most common measurements in quantifying 
levels of physical activity [14]. PAMTs are able to calculate the 
number of steps a person performs during his/her physical 
movements. Distance travelled is another measurement that is 
recorded by many PAMTs. Energy expenditure is a further 
measurement estimated by many types of physical activity 
monitors. Previous studies have used these parameters to 
examine the accuracy, validity and reliability of these 
monitoring devices [15] [16] [17] [18] [19] [20].  

As part of the research agenda in active living technology 
adaption and use, this research found a growing diversity of 
physical activity monitoring technologies on the market. Based 
on the primary aim to integrate PAMT with ICT into our 
Active Living Technology framework, the issue of choosing 
the most appropriate contemporary activity tracking technology 
was raised. Therefore, a small pilot study was conducted in 
order to test the most popular PAMTs and find the one that is 
best suited for integration into the active living technology 
application. We specifically looked at features such as the 
accuracy of recording, validity and reliability, ease of use and 
applicability in everyday lives. This paper is organized as 
follows: Section 2 provides a specific review of the previous 
literature on related work in the assessment of PAMTs. Section 
3 introduces the three stages of the pilot study that aims to 
validate a number of contemporary PAMTs. Section 4 details 
the third stage of the experiment including the methods, data 
analysis, results, findings, and limitations. The last section of 
this paper summarizes this pilot investigation. 

II. RELATED WORKS 

 In the last few years, many researchers have started to 
investigate, evaluate, and assess the contemporary wearable 
PAMTs [12] [13] [15] [21]. This work has been varied, based 
on the technology used and the aspect specifically investigated. 
According to the Fitabase Library, since 2012, over 400 
publications have used Fitbit monitors in research [22]. Much 
of the literature has investigated the accuracy of different 
PAMTs for measuring step count, distance walked and/or 
energy expenditure [12] [23]. Researchers have examined the 
validity and reliability of popular physical activity monitors 
based on experimental data [15]. Research using different types 
of physical activity trackers concurrently, during the same 
activity, has also been conducted in order to compare the 
output results [24] [25] [26]. 

 In 2013, a study examined the reliability and validity of 
Fitbit and Fitbit Ultra trackers for recording step counts and 
energy expenditure. Twenty three adult participants completed 
a session of treadmill walking, jogging and stair-stepping while 
wearing six trackers, including two Actical accelerometers, two 
Fitbits and two Fitbit Ultras as well as an indirect calorimetry 
device. The results showed that both the Fitbit and the Fitbit 

Ultra trackers are valid and reliable when estimating the step 
count and energy expenditure when walking and jogging and 
where no incline is combined [18]. Similarly, another study in 
2013, reported that the most accurate steps recorded, with the 
smallest margin of error (equal to 1%), was Fitbit, compared to 
other popular market activity monitoring technologies (Nike+ 
bands, iPhone Move app and Pedometers) [12]. Fitbit One has 
been shown to be valid and reliable in recording step count 
while walking on a treadmill. However, the Fitbit One monitor 
was inaccurate in calculating the distance travelled [15]. 

In 2014, researchers investigated the validity of a Fitbit Zip 
tracker which was used as a physical activity monitor in free-
living settings. Participants wore three waist-based trackers 
over seven days including a Fitbit Zip, an ActiGraph 
accelerometer and a Yamax pedometer. Comparing the results 
of the three trackers, the findings showed a significant 
correlation between the Fitbit Zip measurement of steps per 
day and both the accelerometer and the pedometer. While there 
was no significant difference between the Fitbit Zip and the 
Yamax pedometer in step counts per day, the Fitbit Zip 
recorded significantly more steps per day compared to the 
ActiGraph accelerometer. The study concluded that the Fitbit 
Zip is valid, and as such it was recommended for measuring 
physical activity in free-living settings [19]. Another pilot 
study in the same year, reported that the Fitbit Ultra and the 
ActiGraph™ GT1M had a strong agreement regarding step 
measurements while walking at slow and brisk speeds on a 
treadmill [23].  

A study in 2015 also investigated the validity and the 
reliability of PAMTs. Twenty three adults participated in a 
treadmill trial, including slow, moderate and brisk walking, and 
jogging, while wearing three Fitbit One devices on their hips, 
and two Fitbit Flex devices on their wrist. The researchers 
focused on the Fitbit estimation of step count and energy 
expenditure. These estimated measurements were compared to 
the observed manual step count and the indirect calorimetry 
measurement of energy expenditure. Their results showed that 
both the Fitbit One and the Flex recorded a reliable estimation 
of the step count and energy expenditure during walking and 
jogging activities. However, the Fitbit One hip tracker 
performed better than the Fitbit Flex wrist tracker [20]. 
Furthermore, it has been found that Fitbit Ultra trackers have 
good inter-device reliability when measuring steps over 
different time units (minutes, hours, and days), especially in the 
day time in a free-living condition [27]. Another study, 
published in the same year, determined the accuracy of the 
recent popular wearable activity trackers based on the 
closeness of the measured values to the positive controls. For 
example, in measuring the accuracy of the step count value, the 
positive control was the observer manual count of steps.  This 
study revealed that the highest accurate tracker was the MisFit 
Shine (99.1%) and that the least accurate tracker was the 
Samsung Gear 2 (79.8%), while the other fitness trackers and 
smart watches were relatively accurate [28]. A further study in 
2015 demonstrated the validity of a number of PAMTs for step 
measurements in free-living conditions, with particularly the 
Fitbit One, Fitbit Zip and Withings Pulse achieving the highest 
performance [29]. The Fitbit Zip also showed the highest 
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validity and reliability of step counting in both laboratory and 
free-living conditions [30]. 

In 2016, a study investigated the accuracy of different 
PAMTs in measuring steps and distance during level, upstairs, 
and downstairs walking in healthy adults [31]. While most of 
the tested PAMTs were valid in their step count for ground 
level walking, they underestimated step count and 
overestimated distance recordings for both upstairs and 
downstairs walking [31]. Furthermore, another research found 
that both Fitbit Charge and Fitbit One showed different step 
recordings to the Actigraph GT3X monitor, however, all three 
monitoring devices revealed similar results in their recordings 
of moderate to vigorous physical activity [32]. 

Recently, a study published in 2017, investigated the 
validity of ten PAMTs in their step recordings. This study 
reported that the Fitbit Zip and Withings Pulse were the most 
accurate step recorders under the conditions of: treadmill, over-
ground, and 24-hour free-living [33]. Another research found  
significant reliability between Fitbit devices in free-living 
conditions, as they had recorded similar monitoring results 
regardless of wear-location [34]. A further study, in its 
investigation of intra- and inter-monitor reliability for a number 
of PAMTs (Fitbit One, Zip, Flex, and Jawbone Up24), 
demonstrated that they had provided reliable recordings of 
physical activity in laboratory conditions. However, their 
reliability was found to decrease in free-living conditions [35]. 
Furthermore, it has been reported that the Fitbit Charge is valid 
for recording distance walked, while walking on a treadmill, at 
three different speeds - including 2.5mph, 4.5mph, or 6mph 
[36]. 

Many studies have reported on the validity and reliability of 
different PAMTs. A systematic review, which examined an 
assessment of Fitbit trackers, reported that the validity and the 
inter-device reliability of certain Fitbit models in their step 
measurements, were generally high. However, not all of the 
Fitbit models were tested and investigated [37]. Based on our 
knowledge and on this systematic review, published in 2015 
[37], we established that there was no published literature on 
the validity and reliability of the Fitbit Surge and the Jawbone 
UP3 trackers at that time. We used these two tracker bands in 
an experiment that focused on the validity and reliability for 
recording the distance walked and steps taken. This experiment 
was conducted in 2015. However, while preparing this paper, 
we found a number of studies that have recently been published 
in the field of validating the Fitbit Surge [38] [39] [40]. Their 
validation includes the recording of sleep stages [38]; energy 
expenditure [39]; step count [40]; heart rate and energy 
expenditure [41]; steps, distance and heart rate [42]. Other 
recent studies have also included the Fitbit Surge and the 
Jawbone UP3 in their selection of tested devices, for the 
purpose of assessing the accuracy of these devices [43], and the 
consistency of their recordings [44].    

III. EVALUATION OF THE CONTEMPORARY PHYSICAL 

ACTIVITY SELF-MONITORING TECHNOLOGY 

This research assessed a number of the currently available 
physical activity monitors: Fitbit One, Fitbit Flex, Fitbit Surge, 
Jawbone UP, Jawbone UP3, and the Health iPhone application 

for recording steps taken and distance travelled. This 
assessment was conducted over three testing stages. In Stage 1, 
the aim was to review the feasibility and applicability of the 
devices in real life settings. A further aim of this stage was to 
find the right type of physical activity to monitor in Stage 2, in 
order to ascertain the most accurate and reliable tracking 
device. In Stage 2, a structured walking activity was conducted 
in a controlled environment for the purpose of validating three 
types of physical activity monitoring technologies, including a 
waist-clip, a wrist-band and mobile application monitors. The 
investigations of both Stage 1 and Stage 2 were conducted in 
2015 and published in 2016 [45] [46]. Based on the findings of 
the second stage, it was found that the Jawbone and Fitbit 
trackers recorded the most accurate results. Therefore, the final 
stage presented in this paper, aimed to select from the most 
recently released wristbands of the Jawbone and Fitbit brands 
at that time, the Fitbit Surge and the Jawbone UP3. We used 
these two bands in an experiment that focused on validating 
their accuracy and reliability in recording the two 
measurements of: the distance walked and the steps taken. 

Validity refers to the ability of an instrument to measure 
what it is supposed to measure and to perform what it is 
designed to perform [47]. Measuring the validity of a device 
involves a process of collecting and analyzing its data to assess 
its accuracy [47]. On the other hand, assessing the reliability of 
a device refers to the ability of an instrument to consistently 
measure what it is intended to measure [47]. Reliability can 
refer to the precision of the instrument used. Precision and 
accuracy are incomplete and inaccurate synonyms for 
reliability and validity. However, this is not true in cases where 
we know the true value [48]. Therefore, within the context of 
this pilot study, the accuracy of the physical activity self-
monitoring technology, refers to how its recordings were 
closest to the true value of steps taken (measured through 
manual counting) and distance travelled (measured through 
treadmill). Furthermore, the reliability of the physical activity 
self-monitoring technology, refers to the capacity of the 
trackers to provide the most consistent recordings of steps and 
distance walked each time the activity was repeated.  

IV. VALIDATION OF THE WRIST-BANDS IN A CONTROLLED 

ENVIRONMENT 

The research question that guided this stage was: 

Which is the most accurate and reliable physical activity 
tracking wristband (Fitbit Surge or Jawbone UP3) that most 
accurately records distance walked and steps counted? 

The Fitbit Surge and the Jawbone UP3, track users’ 
physical workouts. Furthermore the devices incorporate an 
‘easy to use’ app where users can monitor their daily activities 
as well as view their past historical activities.  These devices 
have many tracking features, such as heart rate, number of 
steps, distance walked and calories burned.  In this study, the 
devices’ reliability to record a specific distance walked through 
the activity of treadmill walking (500 m), and a specific count 
of steps taken through the activity of stair climbing (51 stairs), 
were investigated. 

The Fitbit Surge is a kind of wearable tracking technology 
that is worn on an individual’s wrist. It is made of a flexible 
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and durable elastomer material and looks like a sport watch. It 
has a touch screen where users can instantly check their 
physical data. The Fitbit Surge has an automatic and wireless 
syncing feature, which can connect to tablets, computers and 
200+ leading iOS, Android and Windows smartphones using 
Bluetooth 4.0 wireless technology. Syncing to computers 
requires an Internet connection and a USB port, whereas 
syncing to mobile devices requires Bluetooth and an Internet 
connection [49].  

The Jawbone UP3 wristband is a thin and light wearable 
tracker. It has a strap made of medical-grade hypoallergenic 
TPU rubber. The Jawbone UP3 is built on an advanced multi-
sensor platform that contains a newly designed tri-axis 
accelerometer, bio-impedance sensors, as well as skin and 
ambient temperature sensors [50] [51]. Unlike Fitbit Surge, 
there is no screen to display users’ physical data. Instead, it has 
three single color LEDs that show the mode of the band: an 
orange light for sleep mode, a blue light to indicate activity 
mode, and a white light for notifications from the UP 
application [50] [51].  

A. Method 

 This stage took place over 17 days and consisted of two 
sub-phases. With the need to check the accuracy and reliability 
of the devices in recording distance walked and steps taken, 
specific physical activities was performed throughout the days 
of the experiment. In Sub-phase 1 of the experiment, a 
treadmill walk activity was selected, along with a standard 
distance value, to be compared with the output of the trackers. 
The trackers were worn at the same time while walking on a 
treadmill for a specific distance at a constant speed. This 
method follows the previous technique used for validating the 
three types of physical activity self-monitoring technologies in 
Stage 2 [45], which followed the methods reported in other 
literature [15] [30]. For seven days, the experiment focused on 
the metric distance recorded by the two fitness bands.  On each 
day, ten trials were performed; therefore, a total of 70 
observations were collected. Each trial was a 500m walk on a 
treadmill at a speed of 4.5 km/h with the two tracking 
wristbands worn simultaneously. In each round, the author put 
on the two bands, started on the treadmill, walked for 500m, 
stopped the treadmill, and recorded the output of each tracker 
before resetting the distance and starting over for the next trial. 
By the end of the test period, the distance recorded by each 
tracker was compared with the treadmill output. 

 In Sub-phase 2 of the experiment, a specific value of steps 
was set and taken while wearing both trackers, in order to 
compare the trackers’ outputs with the actual number of steps. 
This phase of the experiment took place over ten days. On each 
day, ten trials were performed; so generating data collection of 
a total of 100 observations for each device. Each trial 
comprised of 51 steps taken through climbing 3 sets of 17 
stairs. In each round, the bands were worn simultaneously 
while climbing a set of the stairs up, down and finally up, 
ending with 51 stairs having been climbed in total. The next 
round reversed the method, starting with walking down the 
stairs, then up, and finally down again. After each trial, the 
researcher stopped and recorded the output of each tracking 
device before moving onto the next round. This method of stair 

climbing was selected in order to avoid any errors associated 
with manual step counting. Therefore, each step recorded while 
climbing the stairs, was equal to one exact step recording. The 
method of stair climbing in general has already been used in 
previous research [31], however the particular stair climbing 
procedure employed in this research is distinctive from such. 

B. Data and Analysis 

 The data were analyzed using the JMP and SPSS data 
analysis software. The significance level is set at p < 0.05.  

In Sub-phase 1 (Distance Validation), the first analysis test was 
a Shapiro-Wilk W. Based on this test’s results, the outcome 
variable “distance walked” for both the Fitbit Surge (FS) and 
the Jawbone UP3 (JU) devices were negatively skewed (FS: 
W=0.893, P<0.001; JU: W=0.648, P<0.001). However, the 
distribution is moderately skewed (skewness of FS=-0.532; 
JU=-0.696). Furthermore, the combined sample size is over 
100. Therefore, the Independent Sample T test was conducted 
to compare the difference in the distance walked measurement 
between the two devices. Fig. 1 shows the boxplots of the 
distance walked, recorded by each tracker.  

 In Sub-phase 2 (Steps Validation), the same procedure of 
analysis as in the previous phase, was followed. This involved 
firstly the application of a Shapiro-Wilk W analysis test. The 
Shapiro-Wilks W test showed that the JU steps data were 
skewed while the FS steps data were normally distributed (FS: 
W=0.983, P=0.208; JU: W=0.910, P=0.000)). However, the 
distribution of the Jawbone UP3 steps data were only 
moderately skewed (skewness=-0.590). In addition, the 
combined sample size was 200. Therefore, the Independent 
Sample T test was conducted to see whether the recordings of 
the steps taken by the two trackers were different from each 
other. Fig. 2 shows the boxplots of the number of steps 
recorded by each tracker. This figure demonstrates the 
differences between the trackers in recording the steps taken, 
and shows a variation in the number of steps recorded in each 
of the tracker’s output over all of the days of the experiment. 

 

Fig. 1: Analysis of distance walked by each tracker 
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Fig. 2: Analysis of the no of steps recorded by each tracker 

The accuracy refers to the agreement between the 
measurement and the true or actual value. As the actual value is 
known, the Mean Absolute Error (MAE) and the Mean 
Absolute Percentage Error (MAPE) of each device have been 
calculated, based on the following equations: 

MAE = 
1

n
     Estimated − Actual  

n

i=1

 

 (1) 

MAPE = 
1

n
   
  Estimated − Actual  

Actual

n

i=1

 × 100 

 (2) 

 Actual value, in (1) and (2), refers to the value of 0.5 km 
for distance validation and to the value of 51 steps for the steps 
validation. The Estimated value refers to the device’s 
recordings. The value n refers to the number of errors. Positive 
values of errors mean that the tracker had overestimated the 
measurements, while negative errors mean that the tracker had 
underestimated the measurements. The absolute error shows 
the difference between the estimated value and the true or 
actual value, whereas the MAE refers to the average of all 
absolute errors. The MAPE measures the size of the devices’ 
errors in percentage terms. The MAE as well as the MAPE are 
presented in Table 1. In addition, Table 1 offers the descriptive 
statistics generated for each tracking device, including the 
mean, median, standard deviation, and the interquartile range. 

C. Results 

From the data collected under the condition of Sub-phase 1 
as well as the statistical analysis provided above, a number of 
results can be drawn, as follows: 

  

TABLE I: DESCRIPTIVE STATISTICS OF DISTANCE WALKED AND STEPS TAKEN 

METRICS 

Sub-phase 

Sub-phase 1 

Distance Validation 

(0.5 Km) 

Sub-phase 2 

Steps Validation 

(51 Steps) 

Tracker FS JU FS JU 

No. of Observations 70 70 100 100 

Mean 0.49 0.48 55.31 50.68 

Median 0.49 0.5 55 53 

Std. Dev 0.01 0.04 3.177 11.249 

IQR 0.02 0.02 5 9 

MAE 0.015 0.065 4.88 8.09 

MAPE 3.08% 13.10% 9.57% 15.85% 

 The results of the Independent-Samples T Test show 
that there is no statistically significant difference 
between the distance measurement of the Fitbit Surge 
(Mean=0.49, SD=0.01, Median=0.49) and the Jawbone 
UP3 (Mean=0.48, SD=0.04, Median=0.5), t (77.888) 
=1.184, p=0.240. 

 The One-Sample T Test shows that each tracker differs 
with regard to treadmill output, in recording the 
measurement of the distance walked (FS: t (69) = -
8.226, p= 0.000; JU: t (69) = -3.313, p=0.001). 

 It appears that the Fitbit Surge had a mean closest to 
the treadmill (M = 0.49) and the smallest standard 
deviation (SD=0.01). 

 Both the Fitbit Surge and the Jawbone UP3 had 
underestimated the distance walked. The MAPE in 
the Fitbit Surge (3.08%) was smaller than the MAPE 
in the Jawbone UP3 (13.10%).  

The results of Sub-phase 2 of the experiment, include the 
following findings: 

 Based on the p value of the Independent-Samples T 
Test, the tracking devices were different in their 
recordings of the steps counted, t (114.695) = 3.961, p 
= 0.000. 

 The One-Sample T Test shows that the step count 
recorded by Fitbit Surge was different from the real 
count of steps (the number of stairs climbed), t (99) = 
13.565, p= 0.000. On the other hand, the step count 
recorded by the Jawbone UP3 was not statistically 
different from the real count of steps, t (99) = -0.284, 
p= 0.777. 

 While the Jawbone UP3 tracker was more accurate 
than the Fitbit Surge (mean of 50.68 compared to 
55.31), the Jawbone UP3 was much less precise (SD 
of 11.249 compared to 3.177). 

 The Fitbit Surge had overestimated the steps count 
with a MAPE equal to 9.57%, while the Jawbone UP3 
underestimated the steps count with a MAPE equal to 
15.85%.  
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D. Findings and Discussion 

Based on the conditions and the results of the two sub-
phases of this experiment, both the Fitbit Surge and the 
Jawbone UP3 are considered as valid PAMTs for recording 
distance walked and number of steps taken. They both 
measured what they were supposed to measure as they had 
recorded valid metrics of distance walked and steps taken. 
These recordings helped in the assessment of the devices’ 
accuracy and reliability.   

Accuracy. In terms of the metric “distance walked”, results 
show that there is no significant difference between the Fitbit 
Surge and the Jawbone UP3 in their recordings of distance 
walked. However, these recordings were different from the 
treadmill measurement. The Fitbit Surge band was more 
accurate, as the mean was the closest to the distance value of 
the treadmill (Mean=0.49, SD=0.01). However, both the Fitbit 
Surge and the Jawbone UP3 had underestimated the distance 
walked measurement with a mean absolute percentage error, 
3.08% and 13.10% respectively. The mean of the Fitbit Surge, 
and the Jawbone UP3 recordings of distance walked, were 
slightly different, leading to the finding that both devices are 
accurate and therefore valid in their recordings of distance 
walked while walking on a treadmill at a constant speed.  

 With regard to the steps taken recordings, we found that 
there is a statistically significant difference between the Fitbit 
Surge and the Jawbone UP3 in their recordings of steps taken. 
The Jawbone UP3 recorded the most accurate number of steps 
(Median=53, Mean=50.68), compared to the true number of 
steps, which was 51 steps. However, the Jawbone UP3 
underestimated the steps count, with a higher MAPE equal to 
15.85% compared to the Fitbit Surge, which overestimated the 
steps count, with a MAPE equal to 9.57%. Again, the 
difference between both trackers in terms of accuracy, was 
minor (a mean of 50.68 in the Jawbone UP3 compared to 55.31 
in the Fitbit Surge), which means that both trackers are 
considered valid in their recordings of steps taken. The 
Jawbone UP3 and the Fitbit Surge wristband devices, are 
therefore both considered as valid tools for tracking steps taken 
while climbing a set number of stairs. 

Reliability. In terms of the distance walked measurement, the 
Fitbit Surge was more reliable, as it provided the most 
consistent recordings of distance each time the activity was 
repeated, SD=0.01. However, the Jawbone UP3 also had a high 
consistency with a small SD value equal to 0.04. Therefore, 
both the Fitbit Surge and the Jawbone UP3 can be considered 
as reliable tools for recording the distance walked data, as they 
both consistently and accurately recorded the distance walked 
data (Fitbit Surge SD=0.01, Jawbone UP3 SD=0.04). While 
there is a significant difference between the two trackers and 
the treadmill in their measurement of distance walked, it is of 
no practical difference for this study. The Jawbone UP3 and 
the Fitbit Surge wristband devices are both valid and reliable 
tools in tracking the distance walked while walking on a 
treadmill at a constant speed. Therefore, either of the two 
trackers are suitable for use in recording the distance metric.  

In terms of the precision and consistency of the recording 
of the ‘steps taken’ measurement, the Fitbit Surge was more 
precise (SD 3.177 compared to 11.249), and therefore more 

reliable. The Jawbone UP3 was more accurate in recording step 
count, but it was less precise and therefore less reliable in 
recording the steps taken (SD=11.249). Nevertheless, the 
Jawbone UP3 and the Fitbit Surge devices are both valid tools 
in tracking steps taken while climbing a set of stairs. Therefore, 
either of the two trackers are suitable for use in recording 
metric steps. 

It has been reported that some models of Fitbit trackers 
overestimated the number of steps taken in free-living settings 
[52] [19]. The results of this study also confirm that the Fitbit 
Surge overestimated step count in a stair climbing setting. 
Furthermore, it has been reported that activity monitors 
underestimated step count while walking upstairs and 
downstairs [31]. However, the present study found that the 
Fitbit Surge overestimated step count while the Jawbone UP3 
underestimated step count during stair climbing activities. A 
previous research reported that the Fitbit Surge consistently 
and significantly undercounted steps [40], whereas the results 
of this experiment agree that the steps recorded by the Fitbit 
Surge significantly differed from the true value, by over-
counting the step measurement (M=55.31). While it has been 
reported that the Fitbit monitor was inaccurate in calculating 
the distance travelled [15], this study found that the Fitbit 
Surge recorded the closest mean and smallest variation of 
distance walked, compared to the Jawbone UP3. The present 
study demonstrates the reliability, as well as the less variability 
of the Fitbit Surge tracker in recording both the steps taken and 
the distance walked. A recent work demonstrated the reliability 
of the Fitbit Surge and the Jawbone UP3 in measuring the 
number of steps and distance [44]. This is consistent with the 
present study in terms of distance measurements. However, in 
terms of the recording of the steps, the Fitbit Surge was less 
accurate and more reliable, while the Jawbone UP3 was more 
accurate and less reliable. The results of this study support 
other findings about the accuracy, validity and reliability of 
Fitbit trackers for measuring step count [12] [18] [15] [20] [27] 
[29] [30] [33] [53] and distance walked [36].   

As Fitbit trackers have an altimeter sensor that can discover 
when users are going up or down in elevation, these PAMTs 
permit the counting of floors climbed. The Fitbit tracker 
records one floor when a user climbs about ten feet at one time, 
but it does not record floors when users go down [54]. 
Investigating this feature throughout the second phase of this 
experiment proves the accuracy and reliability of this tracking 
technique. Each round of this phase consisted of climbing three 
sets of 17 stairs, and composing two types of rounds: twice-up 
and twice-down.  In the twice-up round, the researcher climbed 
up twice and down once by following an up-down-up climb 
pattern. In the next round – twice-down – the researcher 
proceeded in reverse, climbing down twice and up once by 
following a down-up-down climb pattern. Each time of 
undertaking the twice-up round, the researcher observed that 
the Fitbit Surge band recorded “floors climbed” data as 2 
floors. On the other hand, in each attempt of the twice-down 
round, the researcher observed that it recorded “floors climbed” 
data as 1 floor. This confirms the Fitbit Surge data monitor’s 
accuracy in detecting and tracking user movements while 
walking up stairs. 
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E. Limitation 

 The pilot study presented in this paper has a number of 
limitations. Firstly, the tests were undertaken by only one 
person: the first author of this paper. The reason behind this 
limitation was the time constraint, as these preliminary 
experiments were a fundamental and preliminary part of an 
overarching research project. However, testing a number of 
trackers using a single person has been previously employed in 
literature [27].  Secondly, using two specific types of physical 
activity – walking on a treadmill in distance validation and 
manually counting the steps in step validation – limited the 
demonstrated validity of the trackers used in this research. A 
reliable tracker for distance and step recordings for the 
provided type of physical activity may not be valid for other 
types of physical activities, such as running. Thirdly, the focus 
of this study was on the distance walked and steps taken 
measurements. Therefore, all other physical data recorded by a 
tracker, such as active minutes and calories burned, were 
excluded. However, the step count validation was the most 
important measurement within the context of this research, as it 
will be implemented and utilized in the active living 
technology application. Nevertheless, this study makes a 
valuable contribution within the area of valid trackers in the 
treadmill walking activity and manual counting of steps taken 
in a stair climbing activity.  The validity of the distance walked 
as shown by trackers, was assessed, during a session of 
treadmill walking using methods similar to previous research 
on activity monitoring validation. The distance of 0.5 km was 
determined as a standard distance value in all trials, which 
would so offer more validation for the results generated from 
the 70 observations collected for each tracker. 

V. CONCLUSION 

The pilot study presented in this paper advances knowledge 
about physical activity self-monitoring technologies used for 
the objective assessment of physical activity in terms of steps 
taken and distance walked. Based on the data collected over 
many observations and the statistical analysis presented in this 
paper, both the Fitbit Surge and the Jawbone UP3 can be 
considered as valid and reliable devices in measuring the 
distance walked metric. The Fitbit Surge is a useful, valid and 
reliable PAMT, which had the smallest variation in terms of 
steps taken. On the other hand, the Jawbone UP3 is more 
accurate with a higher percentage of error in detecting the steps 
taken.  While it is not the intention of this research to promote 
any individual physical activity monitoring technology, it is 
hoped that this part of the research will assist other researchers 
in their choice of reliable equipment to use in research that 
involves reliable and accurate distance and steps calculation. 
Finally as technology evolves so quickly, there should be a 
standard qualification of factors developed in the framework to 
assess the validation of every new type of technology that 
comes onto the field of physical activity tracking technologies. 
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Asthma is a chronic disease affecting one in nine Australians. 

With symptoms such as coughing, wheezing and shortness of 

breath.  asthma can significantly impact a patient’s quality of life. 

Asthma action plans are said to be one of the most effective asthma 

interventions available. However, in Australia only one in five 

people aged 15 and over, with asthma, have a written asthma 

action plan. Even less of which, refer to their plan. A review of 

related literature and work showed a gap regarding accessibility 

of information on asthma action plans in a written form. In an 

attempt to mitigate this problem, this paper focuses on the design 

and development of a smartphone application. The application is 

currently a high-fidelity prototype designed and built using 

proto.io software. In addition to this conversion, the application 

incorporates aspects of the Internet of Things (IoT) whereby real-

time data regarding environmental triggers such as temperature, 

humidity and pollen in surroundings, can be accessed from the 

application. The application ultimately aims to help asthmatics 

improve their health and quality of life by providing them, or their 

carer with the knowledge needed to better understand and manage 

their asthma, when and where they need it.  

  

Keywords—Asthma management; mobile technology; 

smartphone application; asthma action plans; internet of things 

I.  INTRODUCTION  

Asthma is a chronic disease affecting one in nine 

Australians [1]. As of 2014, 1.5 out of every 100, 000 deaths in 

Australia were due to asthma [2]. People with asthma have 

sensitive airways which react to environmental triggers, 

causing ‘flare ups’. This is when muscles in the wall of airways 

tighten and swell, narrowing the airway itself. This, in 

combination with the production of mucus can block the airway 

to varying degrees. Resulting in symptoms such as coughing, 

wheezing, tightness in the chest and shortness of breath, making 

it extremely difficult to breathe [3]. 

 

There is no cure for asthma, even when patients feel fine, 

they still have asthma and flare ups can occur at any time [4]. 

Asthma varies in severity from mild to severe. In severe asthma, 

breathing difficulties can be life threatening [5].  

 

Asthma Australia’s 2015-16 annual report, stated the 

individual cost of having asthma as $11 741 per asthmatic, and 

the direct and indirect costs of asthma to the Australian 

economy was an estimated $28 billion per annum.  With $1.2 

billion being costs to the health system by means of 

prescriptions and hospitalisations. In the Australian Institute of 

Health and Welfares 2014-15 report, there were 39 500 

hospitalisations and a totalled 419 deaths from due to asthma. 

 

Asthma can be managed by taking an active role in its 

management via ongoing treatment and building a strong 

partnership with doctors and other health care providers [1]. 

Asthma action plans are said to be one of the most effective 

asthma interventions available. A Written asthma action plan is 

key to effective asthma management, because it is written by 

the patient, in conjunction with their doctor. Such that they can 

both easily recognize changes in the patient’s asthma severity 

and provide clear instructions on how to respond. It is important 

to note that as a patient’s asthma severity changes so should the 

advice on their asthma action plan. Hence regular updates are 

essential [3]. However, despite the recommendation that all 

asthmatics in Australia be given a personalised asthma action 

plan (PAAP), only one in five people aged 15 and over with 

asthma, have a written asthma action plan in Australia [2], even 

less of whom refer to it.   

 

The biggest challenge with asthma control is daily 

adherence. Consequently, this projects goal is to increase the 

awareness and use of Asthma action plans as a key asthma 

intervention for regular control over symptoms.  

 

In  this paper section II consists of an evaluation of related 

work regarding the benefits and current limitations of PAAPs, 

the current use of smartphone applications and the Internet of 

Things (IoT) in health care. The overlap of these three themes 

leads to the design and development of a high-fidelity prototype 

in sections III and IV. This is followed by a discussion in 

section V and conclusion in section VI which evaluates the 

application for future improvements and general biases.  
 

II. RELATED WORK 

A. Asthma Action Plan  

In the UK asthmatics without a PAAP are said to be four 

times more likely to be hospitalised for asthma related purposes 

[5]. PAAPs are noted by Gatheral et al (2017) to be fundamental 

in the achievement of asthma control. Asthmatics are frequently 

sent to the ED for reasons that could be easily handled with 

proper understanding of their asthma and how to treat it at home 

[6].  Steady increases in ED admissions for asthma causes in 

patients aged 14-19 years old in the UK, indicated a need for a 
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clinically appropriate program to encourage effective asthma 

management [5]. This need can be further supported as Asthma 

flare-ups were the top cause for ED visits for children in the US 

over 2011 [7]. Consequently, Lynch et al (2016) conducted an 

asthma review where participants were to use a peak flow meter 

and an Asthma Action Plan (AAP) for two months with weekly 

telephone check-ups on their condition. The results showed 

improved consistency of exacerbations, self-reported wellbeing 

and reduced hospitalisations, with 75% of participants having a 

better understanding of their own asthma and as a result of this, 

with 83% of patients feeling more in control of their asthma.  

Overall half of the participants experienced improved asthma 

symptoms as a result of their reliance on their AAP.  

 
While all these studies demonstrate how beneficial PAAPs 

can be to an asthmatic, PAAPs are not without current 
limitations. The National Health Service in Lanarkshire, 
Scotland and the National Service for Health Improvement in 
the UK, developed an adult version of the PAAP and assessed 
its usefulness within the local population. Smith et al (2016) 
conducted the study to understand the impact of a structured 
consultation delivered by a respiratory nurse or specialist on a 
patient use of a PAAP and consequently their asthma. As part of 
a structured annual review and educational program, 136 
patients were provided with a PAAP in consultation with a 
respiratory nurse specialist team. Over the next 6 months, 27.2% 
of participants experienced asthma exacerbations. At the 6-
month follow up point, 82.2% remembered getting their PAAP 
but only 64.9% of participants still had theirs and only 20.7% of 
participants had properly used their PAAP. Additionally, 43.4% 
of patients were not able to name even one item or task on their 
PAAP. These results indicate that within a short 6-month time 
period, one third of patients had not stuck to their PAAP and this 
was largely due to their reported difficulties in recalling and 
accessing its content. This highlights the need for constant 
access to the information on a PAAP in order for its continuous 
and effective use. 

B. Smartphone Application 

In the face of inconsistent and ignored face-to-face and 

paper-based tools evidenced by the 1 in 5 usage rate of written 

asthma action plans in Australia [1], apps are increasingly 

recognized by policy makers as a potential avenue of supporting 

self-management in long term conditions, such as asthma [8]. 

Huckvale, Car, Morrison & Car (2012) conducted a review on 

the extent to which current smartphone apps suitably support 

people with asthma, by way of comprehensive information, 

evidence-based advice and compliance with best practice health 

principles. After performing a search in Android and iOS app 

stores against an inclusion and exclusion criteria, 94 English 

apps were found. Of which, 43 apps were sources of written 

information about asthma, 13 were multimedia apps and the 

outstanding 47 were tools supporting aspects of asthma self-

management. Despite this, they found no English language app 

that combined information and management tools, identifying 

that the potential complexity of these tasks highlights an 

opportunity to combine information and management tools.  In 

2015, they conducted a review of the 2012 data, to highlight the 

evolution of smartphone apps for asthma, and noted that with 

the rapid evolution of mobile technologies, opportunities for 

health capabilities by means of wearable devices are emerging. 

Between 2011 – 2013, the number of apps for asthma doubled. 

Based on the previously mentioned inclusion and exclusion 

criteria apps from both studies were screen again and an 

updated analysis was performed on 147 unique asthma apps.  

83% of asthma apps available in 2013 gave details of asthma 

pathophysiology. But only half provided information on basic 

asthma management. Even less addressed self-management 

skills inclusive of allergen and trigger avoidance, self-

monitoring skills or how to appropriately use treatment. 

Furthermore, less than a third of apps addressed how to 

recognize signs of deterioration or failed to identify the 

importance of personalized treatments and goal setting.  

 

At the same time, there is no current smartphone health or 

fitness app that meets the need of every patient [8].  Huckvale, 

Car, Morrison & Car (2012) found 103 English apps, but none 

of them combined comprehensive, evidence based information 

with supportive tools. The review showed that paper based 

asthma action plans lack the interactive treatment 

recommendations offered by most app based plans in the 

review. However, asthma apps enabling the development and 

updating of asthma action plans or data into diaries, were noted 

as being in need of a new way to populate records in a timely 

fashion. As a result, the quality of an app may be judged 

differently by different patient users of the app specific to their 

own goals such that it stimulates sustained use. The range of 

app functions for asthma demonstrated in this literature review 

highlights the potential value of patient and professional input 

into health app designs.  

C. Internet of Things 

Although recent years have seen a vast improvement in 

medications to control asthma symptoms, asthma management 

still proves a challenging task as it requires an understanding of 

asthma causes and the consequent triggers to avoid. Both of 

which are multi-factorial and individualistic in nature [9]. 

Additionally, it is not possible for doctors to constantly monitor 

each patient’s health with respect to their environmental 

triggers. 

 

Several prototype devices and systems incorporating IoT 

and asthma are currently being developed. Sheth et al (2017) 

published a research paper outlining their work on putting 

together ‘kHealth’ which is a model for the ongoing monitoring 

of a patients personal, public and population-based health 

signals. Using this information, it can send alerts regarding the 

severity of a patient’s asthma condition to both the patient and 

their clinician. In a similar, yet alternative way, Bozkart (2015) 

and his team at The National Science Foundation (NSF) 

Nanosystems Engineering Research Centre for Advanced Self-

Powered Systems of Integrated Sensors and Technologies 

(ASSIST) research centre developed a wearable sensor system 

composed of a wristband and chest patch which together, pull 

correlating information about an individual’s environmental 

exposure and its impact on their asthma conditions.  

ISMICT2018

Copyright © 2018 by IEEE - All Rights Reserved. 171



kHealth enables the clinician to gather information 

regarding their patients triggers and put together a prevention 

plan for the future. Furthermore, it gives patients the chance to 

take control of their asthma management [10]. kHealth attempts 

to personalise and contextualise the information it gathers using 

multi-modal data, to help better understand asthma control. 

This program is currently undergoing trials at the Dayton 

Children’s hospital in Ohio, with 200 patients. Part of the study 

used the Foobot sensor to measure indoor air quality. Indoor 

environments vary significantly depending on how they are 

being used. Indoor air conditions change while performing 

certain tasks or activities such as cooking, vacuuming or 

smoking.  The study showed that combinations of these 

activities had a great effect on asthma in children. 

Consequently, a continuous monitoring system was set up to 

obverse and understand the indoor air quality of asthma 

patients. Data was collected from 7 environments over 15 days 

and was examined to successfully determine that high 

concentrations of particulate matter, carbon dioxide and volatile 

organic compounds during cooking and smoking events, do 

have an impact on children with asthma. Using a control of 

when no event was taking place, they detected cooking with an 

error rate of 11%, smoking with an error rate of 1%, obtaining 

an overall 95.7% percent classification accuracy across all three 

events.  
 

III. DESIGN OF APPLICATION 

Using the prototype software and design tools of Proto.io, a 

high-fidelity prototype of the proposed asthma action plan app 

was designed. In order to ensure further consistency, the 

graphics and terminology used in the National Asthma Council 

Australia’s written asthma action plan were kept and adapted to 

the smartphone applications digital environment and needs. 

Figure 3.1. is a flowchart outlining the high-level storyboard of 

events within the app. At the end of each page there is an option 

to return to the homepage. Figure 3.2 is a detailed flowchart 

outlining the steps taken for initial set-up of the application.  

Once the user reaches the IoT tab, depending on what 

information they desire, they will be directed to either 

AccuWeather for temperature and humidity or WeatherZone for 

pollen. 

 

A baseline survey of 32 patients was conducted regarding 

the future use of a PAAP smartphone application. The 

establishment of patients need and desire for the PAAP 

smartphone application lead to the end-user ranking of app 

features, cross-referenced with clinical design requirements 

already in place by the National Asthma Council Australia, plus 

the addition of an IoT feature.  

 

This feedback revealed that features such as knowing when 

to seek urgent medical help, and information regarding call-to-

action responses and management of increased severity were of 

the most importance to users. However, all features were found 

to be at least somewhat important, with majority of participants 

indicting that all features were ‘important’ or ‘very important’. 

Consequently, all features were incorporated into the PAAP 

smartphone application, with emphasised important put on the 

top three features as chosen by participants.  

 

 

 

 

 

 

IV. RESULTS 

In addition to assessing the current contextual use of 

PAAPs, the Asthma Action Plan Survey also addressed the 

feasibility of an asthma action plan smartphone application in 

terms of user perspective, requirements and desire for such a 

platform.  

 

When asked about whether or not participants think an app 

version of hand-written AAPs would increase their use 87.5% 

said yes. Additionally, when asked if they would be interested 

in using said app, 93.8% said yes. Of the 32 responses to the 

survey, 68.8% do not currently use any type of health or fitness 

tracking application. The remaining 31.1% that do, list their 
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• Enter Patient Details

• Enter Doctor Contact Information
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• Enter dose, strength and frequency of green/"when well" medication

• Pop Up screen - define yellow/"when not well" stage of PAAP

• Enter dose, strength and frequency of yellow/"when not well" medication

• Pop Up screen - define orange/"when worse" stage of PAAP

• Enter dose, strength and frequency of orange/"when worse" medication
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• Enter dose, strength and frequency of red/"danger signs" medication

•Homepage

Figure 3.1  High level flowchart of PAAP app 

Figure 3.2  Detailed flowchart of initial set up 
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ease of use, convenience and monitoring capabilities as the 

three most common reasons for using these health applications.   

Top- 5 valued features as ranked my participents were: 

• Danger signs - when and how to seek urgent 

medical help 

• Contain information on what action to take in 

response to exacerbations 

• Managing increased severity 

• Treating exacerbations 

• Contain information for users to recognise 

exacerbations 

 

 

 

 

 

With all these factors in mind, a high-fidelity prototype was 

made. The app functions fully as a prototype allowing the user 

to enter the details of themselves and their doctor, followed by 

their doctors recommended treatments for each stage of 

exacerbations. The application explicitly outlines how to 

identify the severity of a flare up. It has an integrated checklist 

system making it easy to use and track progress of treatment at 

the time. Here the ‘Orange – If symptoms get worse’ level is 

used to demonstrate how the application will work and how key 

features from the survey were integrated into the app.  

 

Taking into consideration feedback from the forms and the 

requirements on the existing written PAAP forms, when a 

patent is experiencing worsening symptoms it is advised that 

they contact their physician to let them know. Accordingly, as 

shown in Figure 4.1, when in the ‘Orange – If symptoms get 

worse’ section of this application, rotating the device 

automatically sends your entered physician an email 

notification to let them know.  

 

V. DISCUSSION 

It is important to note that survey data was collected from 

online asthma help-groups. Patients therefore, are likely to have 

a preference for technology as a solution for their asthma. 

Consequently, a key improvement to be made is to increase the 

number of patients that complete the forms. The responses of 

32 patients alone are not sufficient to make definitive 

conclusions. This would also even out the potential technology 

bias. This design of the smartphone application is largely 

focused on patient’s requirements and incorporates some 

aspects of the carers perspective. However, in order to gain a 

complete and holistic application, significantly more input from 

carers and more importantly, doctors will be required.  

 

Another aspect to be considered in further detail for the 

future is the security of personal health data. Especially with the 

use of IoT there will be need to ensure the security of this 

information. One way might be through the use on encryptions 

that only patient, carer and doctor are aware of.  

 

As previously mentioned, the current PAAP smartphone 

application is a high-fidelity prototype. As a result, it has 

present limitations and requires improvements by means of 

continued development of the application, so it is fully 

functional. More specifically, this includes improvements 

regarding user interface, to be more attuned with natural hand 

movements and gestures made when using smartphone 

applications. As well as having more embedded IoT 

connections within the app. Rather than selecting the IoT tab 

and having it leave the application to a website that displays 

temperature, pollen or humidity levels. 

 

The application would also benefit from more tracking and 

time sensitive capabilities, making it particularly beneficial in 

cases where patients are required to wait a certain period of time 

before taking next-steps. As they move down their PAAP 

checklist the timer could automatically start and keep track of 

this progression. Moreover, the addition of personalised 

notifications as an appropriate way to remind users of daily 

preventative medications. is a Finally, with significant 

development the PAAP smartphone application has the 

potential to be compatible with existing wearable devices which 

would allow for a greater accumulation of personal data in order 

to specifically assist the user in controlling their asthma 

 

In the big picture, PAAPs as a smartphone application offers 

asthmatics an alternative way to control their asthma by giving 

them the knowledge, means and opportunity to do so in a 

technologically appropriate and convenient way.  
 

Figure 4.1  Six stages of ‘Orange – if symptoms get   

worse’ within application 
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VI. CONCLUSION 

This paper looked into asthma management and ways to 

increase the use of Personalised Asthma Action Plans as an 

asthma intervention. The main aim of this research was to 

determine if the conversion from hand-written asthma action 

plans to a smartphone application, would improve their 

potential utilisation by asthmatics. It was hence hypothesised 

that Asthma action plans are more likely to be used when 

accessible via a smartphone application due to societies 

increased convenience and reliance on mobile devices.  

Based on primary research and an extensive review of related 

work the crossover point of the IoT, PAAPs and smartphone 

applications was deemed an appropriate solution to address the 

underutilisation of PAAPs.  

 

The resulting creation of a high-fidelity prototype where 

features of importance as determined by patients were 

incorporated into the application, in order to further enhance 

user experience and encourage increased use of PAAP 

smartphone application. In particular, the apps ability to access 

information regarding temperature, humidity and pollen levels 

within the environment gives asthmatics more personalised 

control over their asthma.  

Consequently, results from primary research showing that 

over 80% of patients would use the PAAP smartphone 

application and believe that the change from a written to digital 

platform would increase their use of PAAPs as it is more 

convenient. This shows the original hypothesis to be true, 

making the PAAP smartphone application a step in the right 

direction for the future of asthma management and control. 

With the technology of today, this integration and digital 

upgrade is a feasible and appropriate way to improve individual 

knowledge about asthma management and hence improve the 

utilisation of asthma action plans, as an asthma intervention.  
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Abstract— A person's physiological or behavioral characteristic 

can be used as a biometric and provides automatic identification. 

There are several advantages of this identification method over the 

traditional approaches. Overall, biometric techniques can 

potentially prevent unauthorized access. Unlike the traditional 

approaches which uses keys, ID, and password, these approaches 

can be lost, stolen, forged and even forgotten. Biometric systems 

or pattern recognitions system have been acknowledged by many 

as a solution to overcome the security problems in this current 

times. This work looks into the performance of these signals at a 

frequency samples of 16 kHz. The work was conducted for Client 

Identification (CID) for 20 clients. The building block for these 

biometric system is based on MFCC-HMM. The purpose is to 

evaluate the system based on the performance of training data sets 

of 30%, 50% and 70%. This work is evaluated using biometric 

signals of Electrocardiogram (ECG), heart sound (HS) and speech 

(SP) in order to find the best performance based on the complexity 

of states and Gaussian. The best CID performance was obtained 

by SP at 95% for 50% training data at 16 kHz. The worst CID 

performance was obtained by ECG achieving only 53.21% for 

30% data training. 

 

Keywords— Electrocardiogram, Hidden Markov Model, Mel-

Frequency Cepstral Coeffiecients, Client Identification. 

 

I. INTRODUCTION 

Signals of any source can be analyzed and classified for any 
application. The process involves the following important steps: 
recording or capturing the data, pre-processing, classification, 
decision score, and performance evaluations. The method and 
techniques used in capturing the signals may vary from signal to 
signal. This may be due to the interface of the sensor with the 
desired subject being analyzed. Capturing accurate signals also 
depends on the quality of the sensor sensitivities. Pre-processing 
is the initial stage of processing the raw signal. It is used to 
prepare the signal for another procedure of pre-processing. 
Generally, it is described as any type of process performed on 
raw data. A classifier adds specific information to the predicate 
meaning of the data. There are various types of classifiers. The 

                                                           
* Research supported by Project No (RUG 
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classifier has to be trained with the input data, and the purpose 
of the classifier is to test the classifier using an unknown data 
set. The complexity of the classifier algorithm plays a role in the 
performance. The ideal case for a classifier would be to train it 
using a minimal data set, and it performs at a high accuracy 
decision score. Decision scoring and performance evaluation is 
the final phase, in which the data is plotted to make sense of the 
data classification results. Filtering of the data can be 
implemented in different phases or stages. Some filtering 
methods may enhance the resulting performance, whereas, some 
do the complete opposite. Knowledge of the types and purpose 
of the filtering methods used can help filter out unwanted desired 
noise. 

In order to use brain print, for brain identification, new 

approach such as Markov Switching is needed to segment the 

heart sound. Segmentation involve segmenting the heart signals 

into four different regions such as the first heart sound, systolic, 

second heart sound and diastolic. Currently, work is carried out 

towards understanding the correlations of these four specific 

areas with the brain activities. Selecting the Region of interest 

(ROI) of the brain requires huge data processing which deters 

the possibility of applying brain biometrics. Factor model can be 

used [1] and [2] to compress the data to the right amount to 

provide sufficient data features which can lead to the possibility 

of using these techniques to be applied for brain identification 

biometric. 

 

Traditional identification methods that utilize password such 

as iris, fingerprint, speech or face scans [3], [4], [5] are 

vulnerable to forge input. Moreover, most provide neither 

reliable nor efficient identification performance. Liveliness 

checks, is one form of technological computers measures to 

spoofing artefacts. Traditional biometrics in this core would 

include finger, face, hand, and iris. The method, however need a 

high-resolution computer system. Special devices are required 

when using such methods. As for the palm or finger print 

recognition the client is required to place his hand or finger on 
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the scanner, his/her eye near a vision system and speak into a 

microphone for speech recognition. It is rather difficult and 

complex when applying such technologies to human beings.  

 
This work focuses on the development of a feature extraction 

and classification for biometric performance [6], [7], [8], [9], 
[10], [11], [12], [13], and [14]. A biometric evaluation platform 
is composed of a start/end point, feature extraction, and 
classification. In this study, a Markov model approach was 
proposed in order to enhance the performance of the biometric 
system. 

II. METHODOLOGY 

Fig. 1 shows the biometric evaluation platform. The 

experimental results are evaluated based on each of the 

biometric signals (ECG, HS and SP), percentage split of training 

data (30%, 50% and 70%), the increments of the client, and 

complexity of the states and Gaussian classifications. The 

database consists of 3 biosignals, and the first evaluation of the 

biometric system is the CID experiments. The performance of 

HMM varies strongly along with the amount of data being 

trained. 

 

 
 

Figure 1: Block diagram of the biometric system. 

A. Database 

The database used for the purpose of evaluating the proposed 

multimodal biometric system is collected from 20 clients for 

ECG and HS signals and digit-speech signals. The database is 

split into train and test datasets in three different percentage 

folds, such that the training dataset varies and takes percentages 

of 30%, 50%, and 70% of the total data, the rest assigned to 

testing dataset. 

 

The HMM is trained using the training dataset to construct 

the client's individual models. The utilized continuous 

distribution HMM (CDHMM) further evaluated on different 

experiment setups, where different number of Markov states and 

Gaussian mixtures are used to construct the models with 

different complexities. 

 

The frame sizes are 20ms with 15ms overlap. Using standard 

MFCC analysis [15], [16], the feature vector consists of 12 

MFCC coefficients which were extracted every 20msec from the 

speech. The same feature extraction technique was carried out 

for the other two biosignals. 

B. Feature Extraction 

The MFCC coefficient have been calculated by using the 

Discrete Cosine Transform (DCT) of the logarithmic spectrum 

scale subsequent to its warping to Mel scale, in a similar manner 

as the perceptual linear predictive analysis in the case of the 

sound signals [17] and [18]. 

 

In sound processing, the MFCC is a representation of the 

short-term power spectrum of a sound based on a linear cosine 

transform of a log power spectrum on a nonlinear Mel scale of 

frequency. Mel-frequency cepstral coefficients (MFCCs) are 

coefficients that collectively make up an MFCC [19]. 

 

Mel (f) = 2595\log (1+f/700)                  (1) 

 

The biometric system is based on MFCC. The MFCC 

features are robust (especially speech and heart sound) [20]. 

The signals undergo several steps, which are pre-emphasis, 

Hamming windowing, Fast Fourier Transform (FFT), 

triangular band pass filter, and Discrete cosine transform 

(DCT). 12 MFCC is used to run all the experiments. 

 

C. Classification 

The HMM model is an extended version of the Markov 
chains, wherein each state does not correspond to any of the 
observable events but is able to connect to a set of probability 
distributions of a state. The HMM model is identified as a very 
effective model that is popular in the speech processing domains 
[21], [22], [23], [24].   

The HMM model used in this study is a 5-state left-to-right 
HMM model which is shown in Fig. 2. Fig. 3 show the flow of 
the block diagram of training the HMM model. 

 

 

Figure 2: Representation of the left-to-right HMM. 

Pre-processing & Feature Extraction 

Raw Data 

  

Classifier 

  
Performance Evaluation & Decision Score 

  

𝑎44 

𝑎34 

𝑎33 

𝑎23 

𝑎22 

𝑎12 

𝑎11 

𝑎01 

... 

1 2 3 4 5 
𝑎44 

𝑎55 

... 

Mean 

Vector 
𝜇1,1 𝜇1,2 … 𝜇1,16 

Covariant 

Matrix 
Σ1,1 Σ1,2 … Σ1,16 

Mixture 

Coefficient 
𝑐1,1 𝑐1,2 … 𝑐1,16 

 

Mean 

Vector 
𝜇16,1 𝜇16,2 … 𝜇16,16 

Covariant 

Matrix 
Σ16,1 Σ16,2 … Σ16,16 

Mixture 

Coefficient 
𝑐16,1 𝑐16,2 … 𝑐16,16 

 

... 

ISMICT2018

Copyright © 2018 by IEEE - All Rights Reserved. 176



 

 

 

Figure 3: Flow diagram of training the HMM model. 

The following parameters characterize the HMM model 𝜆 =
(𝐴, 𝐵, 𝜋): 

• 𝜋  represent the initial state probability vector. 

• 𝐴 = [ 𝑎𝑖𝑗],1 ≤ 𝑖, 𝑗 ≤ 𝑁 is the state transition 

matrix probability transition.  

• 𝐵 = [ b𝑗(𝑋)], in the case of 1 ≤ 𝑗 ≤ 𝑁, where 𝐵 
represents the observation probability functions, 
which is related to every state 𝑗. The HMM 
observation probability distribution can be 
modelled by the continuous probability density 
function (PDF) of predefine Gaussians mixtures, 
such that,  
 

b𝑗(𝑋) = ∑ 𝑐𝑗𝑚
𝑀
𝑚−1  ℕ(𝑥, 𝜇𝑗𝑚, Σ𝑗𝑚)              1 ≤ 𝑗 ≤ 𝑁              (2) 

 

where 𝑥 represents the vector that is modelled, 𝑐𝑗𝑚 refers to the 

mixture coefficient of 𝑚𝑡ℎmixture component present in the 
state 𝑗, ℕ(𝑥, 𝜇𝑗𝑚, Σ𝑗𝑚) is a multivariate Gaussian probability 

distribution function with mean vector 𝜇𝑗𝑚 = [𝜇𝑗𝑚𝑑] and the 

covariance matrix of Σ𝑗𝑚 = [ Σ𝑗𝑚𝑑] in the case of the 

𝑚𝑡ℎ mixture component present in the state j, for 1 ≤ 𝑑 ≤ 𝐷, 
where  𝐷 is the dimensions of the feature vectors.  

III.  RESULTS AND DISCUSSION 

Table I shows the CID at 16 kHz for 20 clients. The three 
biometric signals are conducted for 30%, 50%, and 70% training 
data. Fig. 4 shows a bar diagram illustrating the comparison 
between the various percentage splits of training data. Based on 
the bar plot itself, it is observed that an increase in the training 
data, results in a slight improvement in performance.  

TABLE I BEST CID FOR 16 KHZ  

Best Client Identification for 16 kHz for 20 clients 

 30 % 50 % 70 % 

ECG 53.21 59.41 57.50 

HS 87.13 90.04 91.29 

SP 93.93 95 92.67 

 

 

Figure 4: Best CID for 16 kHz for 20 clients. 

 

Figure 5: Performance based on 30% training data. 

 

Based on the trends in the bar plots observed in Fig 4, all 

three percentages split of training data have a similar pattern. All 

three percentage splits show gradual increments in performance 

as the training data increased. The best result is obtained form 

50% training data which gives an accuracy of 95% for SP. 

Fig. 5, Fig. 6, and Fig. 7, the graphs show that for each 30%, 
50%, and 70% percentage split of training data, the performance 
of HS and SP are very close to one another. The performance of 
both signals increases slowly and seems to be more stable. 
However, this is not the case with the ECG signal performance, 
which starts off at a low point for all 3 percentage splits of 
training data and then drastically increases towards the end. 
These gradual increments can be seen in Fig. 5, Fig. 6, and Fig. 
7. 
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Figure 6: Performance based on 50% data training. 

 

Figure 7: Performance based on 70% data training. 

In terms of performance based on the biometric signals, Fig. 

8 shows that SP gives the best performance for all percentage 

splits of training data (30%, 50% and 70%). For all cases of 

training data, ECG has the lowest performance, followed by 

HS, and finally, SP with the best performance.  

 

Figure 8: Best CID for 16 kHz for 20 clients. 

Fig. 9, Fig. 10, and Fig. 11 shows the performance categorized 

in terms of ECG, HS, and SP signals. The performance is also 

evaluated in terms of the complexity of states and Gaussian 

using 30%, 50% and 70% of training data. Based on the graph, 

all three percentage splits of training data show a gradual 

increase in performance as the complexity of states and 

Gaussian increase.  

Figure 9: Performance based on ECG biometric signal. 

 

Figure 10: Performance based on HS biometric signal. 

 

Figure 11: Performance based on SP biometric signal. 

The performance of ECG increases gradually as the states 

and Gaussian reach the maximum complexity of State 5 and 

Gaussian 16 respectively. ECG shows the most drastic 

increments for 30%, 50% and 70% of training data in 

comparison to HS and SP.  
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IV. CONCLUSION 

The best overall performance at 16 kHz for 20 clients 

obtained an accuracy of 95% for SP using 50% of training data. 

The worst overall performance was obtained for ECG using 

30% training data which had an accuracy of 53.21%. Overall 

performance shows that there is a significant improvement in 

performance as the training data increases from 30% to 50% 

and to 70% at the maximum complexity of states and Gaussian 

of State 5 and Gaussian 16. In this work, ECG and HS are 

currently a new topic that has managed to capture the attention 

of researchers around the world.  

 

 There is a need to find a more efficient way for a system to 

be sure that the live biometric of a user is presented at all times 

when needed.  Biosignals of the ECG and HS can be defined as 

signals that can be continuously measured and maintained from 

biological beings. The terms of biosignal can mean bio- 

electrical signal which refer to both electrical and nonelectrical 

signal such as HS [25], [26], and [27]. Since this work 

emphasize on the use of biosignals for authentication, this study 

shows that the biosignal is unique from one person to another. 

The study also shows the use of these two suggested biosignal 

is practical for this application. 

V. FUTURE WORK 

Currently, more experiments are carried out in order to 

determine whether the higher states and Gaussian with 

sampling data of 44 kHz increased the performance. Fusion of 

this three biosignals will be one of solutions to improve the 

authentication performance of biometric systems. 

 

The focus of this paper was based on the three biometric 

characteristics of SP, HS and ECG, where SP is considered as 

traditional approached because of its commonly used in a 

biometric system, while the other approaches like HS and ECG 

are gradually gaining popularity. It was noted previously that 

the performance varied significantly from client to client with 

different biometric traits. The future work will discuss the 

performance of the three-biometric system with more than one 

source of information combined to form a fusion system that 

can overcome the limitation of a single biometric system. 

 

In addition, we are also studying the effects of heart activity 

on brain function. Although, there is much to understand, it 

appears that the current proposed solutions could show the 

Region of Interest (ROI) are inter-connected within common 

function and anatomical domains, revealing distinct pattern that 

can be used in applications such as brain diagnosis for epilepsy, 

stroke, and even brain signals biometrics. 
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Abstract— Several magnetic devices have been introduced 
into the gastroenterology. We have developed a magnetic 
navigation system for controlling a capsule endoscopy in 
the gastrointestinal tract. We have applied this system to 
intragastric balloon therapy and the preparation of 
capsule colonoscopy. Though both procedures are well-
known as non-invasive modalities, there are some 
drawbacks such as an unstable efficacy of the body weight 
loss for long term or the poor acceptability due to onerous 
amount of preparation.     

 In this study, we clarified that the volume of the 
intragastric balloon could be changed by using a handheld 
magnet to operate the magnetic screw. Also, the magnetic 
cleansing device could reduce the amount of preparation 
to an acceptable dose. To date, there are no real-time 
monitoring systems for frequently checking the balloon 
volume or cleansing effects during preparation. We have 
also developed   a simple method for estimating the volume 
of the balloon and flow from the cleansing device in real 
time. It measured shifts in the resonant frequencies of the 
coils on the devices and the accuracy of this method was 
within 20%. The monitoring data provided useful 
feedback for controlling the two devices.  

Keywords—Extracorporeal control, Real-time monitoring, 
Estimation of volume and flow, Severe acidic condition 

 

I. INTRODUCTION 
Obesity is worldwide epidemic disease. These days, 

bariatric surgery is recommended to patients who cannot 
reduce or control their weight through lifestyle changes such 
as healthy eating habits and/or physical exercise [1]. 
Endoscopic bariatric treatment (EBT) is believed to be a less 
invasive modality than bariatric surgery, though the long term 
effectiveness of EBT seems to be inferior to that of bariatric 
surgery [2].  

The intragastric balloon (IGB) is improving rapidly in 
terms of safety, the rate of adverse events and the method of 
placement [3-5]. To be able to continually reduce weight over 
several years, we need to develop a simple balloon structure 
which is not corroded by the severe acidic conditions in the 
stomach and add a volume control function so that the volume 
can be changed to suit the patient’s obesity level and also to 
control the amount of the food intake. Currently there are no 
IGBs which can be controlled under real time monitoring. As 
the severe acidic conditions in the stomach are capable of 
degrading most materials, a thick protective coating is 
inevitable to prevent the circuits from corroding. Only several 

materials such as gold, platinum, glass and some chemical 
compounds (polyethylene, polyvinylidene chloride, though 
hydrogen chloride gas can pass through them easily.) can 
withstand the harsh gastric conditions for long time. For 
implants and other devices to be able to keep working in 
stomach for a long time, they need to be made from materials 
that are unreactive and safe for human use so that they do not 
generate any toxic products. From the point of chemical 
stability, gold and platinum are suitable materials for using in 
the GI tract. Circuits made from them or used as a coating may 
make them a good option for long –term use in such a 
challenging environment. 

On the other hand, to avoid missing colorectal cancers or 
polyps which are known to be precursors of cancer, there is a 
high demand for good preparation before colonoscopies.   The 
easiest way to guarantee that the colon is cleanse properly is to 
increase the volume of preparation liquid, however  the volume 
is already over the acceptable range for older subjects 
especially the volume for a  colon capsule endoscopy. To date, 
various kinds of preparation solution have been developed but 
there have been no proposals about mechanical cleansing 
devices for cleansing the colon. Such a device in the digestive 
tract has similar issues to those mentioned earlier. Not only in 
stomach but also in other digestive organs, severe chemical and 
mechanical conditions such as the detergent and alkaline 
conditions which are generated by bile acid. The polycarbonate 
outer sheath of a capsule endoscope is able to protect the 
electronic circuits against the severe chemical and mechanical 
conditions for the short-term duration of the screening. Every 
implant or device in the digestive tract has to be protected in a 
similar way to a capsule endoscope so that they continue 
working and do not cause any problems whilst they are there.  

Fig.1 System architecture for sensing and interventions 
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 We are developing a volume controllable intragastric 
balloon for bariatric therapy and a cleansing device for 
improving colonic preparation. They are both fitted with a 
magnetic screw which is controlled extracorporeally with a 
magnetic paddle. During the designing phase we took into 
consideration the necessary mechanical and chemical 
protection they would need in the GI tract.  

When we design sensors for monitoring the conditions in 
the stomach we are faced with the same problems, in 
particular, it is not possible to stop them coming into contact 
with gastric juice. Sensors exposed to gastric juice have to 
keep their characteristics for the duration of time they are in 
the stomach. In the case of an IGB, the sensors would be 
expected to monitor the balloon volume, food intake and the 
emptying speed (peristaltic activity) in stomach in real-time 
for six months or more. In the stomach, moreover, the sensors 
for monitoring should keep their structural and electrical 
characteristics against mechanical (due to peristalsis), thermal 
and chemical attacks which are generated by various 
ingredients, secreted acid and enzymes. We have developed an 
IGB prototype with these inevitable monitoring functions. It is 
equipped with simple volumetric sensors that are capable of 
working safely for over 6 months and a cleansing device with 
a simple pump. The monitoring data from these sensors is 
available not only for controlling the magnetic screw in both 
devices. Also it could be sent to extracorporeal wearable 
devices and be uploaded to the medical cloud with the 
technology that is already available today [6], including IoT 
(Fig.1). In this paper we present two ingestible devices for the 
GI tract which can be monitored and controlled remotely.  

  
II. MAGNETIC POWER TRANSFER TO THE SCREW IN 

THE GI TRACT 

The two applications of the magnetic screw are shown in 
Fig.2 (IGB) and Fig.3 (colonic cleansing device) respectively. 
Both of these intra body devices were placed inside a gelatin 
capsule before the test and they were transformed to working 
structures at their destination (stomach or cecum). The IGB 
was composed of a gelatin capsule, a waterproof poly-ethylene 
bag, a magnetic screw pump and stop valves to prevent water 
from entering or leaving the balloon (Fig.2). The balloon 
capsule was placed in a phantom and hot water was then 

poured into it. An extracorporeal smart magnetic paddle [7] 
(Fig.4) was used to navigate and confirm the position of the 
balloon. Two magnetic sensors in the magnetic smart paddle 
detected the minute magnetic field generated by the magnetic 
screw in the stomach of the phantom. The rotator was then 
used to fill the balloon with water by operating the screw 
pump. After that it was used to change the volume of the 
balloon a number of times. At the end of the simulation in the 
phantom, the balloon was emptied to confirm that it could be 
excreted easily.  

A capsule containing the colonic cleansing device (balloon 
+ coil+ cylinder) was placed in the phantom and navigated to 
the cecum. When the smart magnetic paddle detected the 
colonic cleansing capsule in the cecum, the smart paddle 
switched on the carbon dioxide gas generation which was 
produced from a chemical reaction between sodium hydrogen 
carbonate and citrate. Carbon dioxide inflated the balloon for 
fixing the cleansing unit to the cecal wall. The rotating screw 
generated an alternating current in the coil wound over the 
cylinder. This current was proportional to the flow speed.  

A. How to measure the volume of the IGB or flow speed 
from colon cleansing machine 

The coils over the balloon were used as volume sensors in 
our system. The inductance is dependent on the length, cross 
section, arrangement of the coils and the magnetic permeability 
of the medium in the coil.  Compression of the balloon changed 
the cross section of the coils and led to shifts in their resonant 
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frequencies. To improve the precision of the volume estimation, 
we arranged three different length coils over the balloon in the 
IGB. Also, these coils served us to monitor the simulation of 
peristalsis and food intake. In exactly the same way as the IGB, 
the coils over the balloons for fixing the cleansing unit at the 
cecum worked for measuring the flow speed of the liquid from 
it. The fundamental structure is shown in Fig.5 as a block 
diagram. 

 Generally speaking, the interaction between the two coils 
can be described using the simplified circuit structure in Fig.6 
[8]. Tx coil with a radius of rx generates the magnetic field Hxy 
along the central axis at a distance of dxy. (according to the 
Biot-Savart law) 

Hxy=  rx
2Ix/2(rx

2+dxy
2)3/2                                            (1)  

The coupling coefficient kxy has a value between 0 and 1, 
which can be expressed as follows:  

kxy= Mxy/ (LxLy)1/2             (2) 

Mutual inductance is derived from the flux in the Rx coil as 
follows:   

Mxy =  µ0Hxyπry
2cosθ/Ix                                        (3)  

Combining (1),(2), and (3) creates a well-known expression 
in geometric terms (coil radii rx and ry, horizontal 
displacement factor dxy and angle θ) for the coupling 
coefficient: 

kxy= µ0πrx
2ry

2cosθ/ 2(LxLy)1/2(rx
2+ dxy

2)3/2        (4) 
where μ0 is the permeability of the medium, and rx and ry are 

the coil radii. L1 and L2 are the inductance values of the coils. 
dxy is the distance between the coils.   

This equation indicates that the coupling coefficient could 
be controlled using the vertical displacement factor dxy and the 
angle θ. If the radius of the Tx coil satisfies rx ≫dxy, kxy is 
dependent on the radius of the Rx coil and misalignment of θ.  

III. IMPEDANCE AND RESONANT FREQUENCY 
Fig.7 shows the equivalent circuit of the four-coil MR-WPT 

system. At the resonance condition j(ωLx -1/ωCx) is zero, and 
I assume that RS+R1 = RS , and R2 is small. The currents in the 
power and load coil are indicated by (5).   

              Jω3k12L2(L1)1/2
  VS             

 (RSR2+ω2k12
2L1L2)(RLR3 )        

This formula can also be expressed alternatively with Q 
factors, 

Q1=ωL1/R1,    Q2= ωL2/R2,                      (6)  

 where Q1 and Q2 are the Q-factors of the resonators. 

      k12Q2(Q1)1/2.VS           
(1+k12

2Q1Q2)/((RS+R1)(R2))1/2          

If the impedance matching condition k12
2Q1=Q2 is satisfied 

and if the following variables are replaced with X to simplify 
the formula, (6) has its optimal value expressed as 

ILopt=  X/(1+2X)VS /((RS+R1)(R2))1/2            (7)* 

X= k12.Q2(Q1)1/2
                                                            (8) 

The input impedance can be expressed by the following 
equation: 

  
Zin=V1/I1=k12(L1L2)1/2/(Q2(1-1/γ2)                            (9) 

γ= ω/ω0
                       (9)* 

We can know that the input impedance changes around 
the resonant frequency but the resonant frequency is 
dependent on the coil inductance. As the inductance L2 
changed easily and intensively due to compression of the 
IGB, the resonant frequency and input impedance could be 
good markers for monitoring the information of food intake.  

I2= (7) 

I2= 

   

   
    

    

Fig.6 Monitoring the volume by measuring shifts in 
the resonant frequencies of the coils  

(5) 

Vs 

Fig. 5 Block diagram for volume estimation 
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Ⅲ EXPERIMENTAL RESULTS 
A. Mechanical characteristics of the magnetic screw 

in the phantom 
The controllability and mechanical ability of the IGB in the 

phantom are shown in Fig.8. 

1) The magnetic paddle was used to identify the position of 
the screw pump (Fig.4). Two magnetic sensors (MI sensor: 
Aichi Engineering Nagoya, Japan) were equipped at the 
magnetic field free position on the smart magnetic paddle to 
cancel the strong magnetic field generated by the four 
magnetic rods and it could provide the precise 2-dimensional 
localization of the magnetic screw.  The precision of the 
screw localization was within 1cm.  This paddle could also 
navigate the IGB in a more optimal direction and position in 
the stomach of the phantom.  

2) The leakage of water from the balloon made from 
polyethylene (thickness 0.08mm) was less than 1% over a 
period of 6 months.  The balloon was ruptured only by 
pressure over 5 atm. 

3) The prototype IGB was small when deflated, so it should 
not have any problems being excreted from the gut. (Fig.8) 

4) The magnetic screw could be driven up to 15cm from the 
surface of the phantom effectively. Over 20cm the screw 
rotation was rotated slower than extracorporeal magnetic 
rotator because of asynchronous rotation due to slipping 
(Fig.8). 

5) The average speed of inflation was 3ml/sec and deflation 
was 2ml/sec. (Fig.8) 

B. Evaluation of the precision of volume estimation 

The accuracy of the volume estimation of the IGB was 
examined in three volunteers by two non-invasive modalities; 
the newly developed resonant frequency method and 
ultrasonography. The results are shown in Fig.9. The margins 
of error for estimating the volume of the balloon by resonant 
frequency and ultrasonography were within 5% and 17% 
respectively between 300ml and 500ml (Fig.9). 

  

Ⅳ. DISCUSSSION 

 The various robots are being developed for working inside 
the body [9-12]. The motor driven robot (so called radio-
control robot) is a popular approach to realize such a machine 
in the body. Though it is easier to realize outside of the body, 
it is much harder inside the body because there are some high 
barriers to overcome, such as long battery life, safety of the 
materials and mechanical stability. On the other hand, there 
are some simple alternative methods which do not include 
risky materials or energy sources, though they are not so 
efficient or sophisticated. One of the alternatives is the 
magnetic approach. Several researchers [13] have proposed 
equipping a capsule endoscope with a magnetic fin or disc 
driven by the rotational magnetic field generated by giant 
electric coil similar to a MRI. Keller [14] proposed a capsule 
endoscope that included magnetic discs and Otsuka [15] 
developed the Mermaid a capsule endoscope with a magnetic 
fin. Though their systems did not include risky materials for 
human such as lithium batteries, they are neither portable nor 
cheap. We also equipped a capsule endoscope with magnetic 
discs but it was navigated by solid magnetic rods. In this study, 
we used a hand drill and two magnetic rods for generating the 
rotational magnetic field and a pair of magnetic discs for the 
screw. This method is more portable, cheaper and simpler than 
reported magnetic devices. We chose a hand drill (Ryobi 
BD122, Tokyo Japan) which allowed us to change the 
rotational speed and direction easily.   

Unlike the working time for a capsule endoscope (8-10 
hours), an IGB has to remain in the stomach for half of a year                                                                                                          
or more. This can cause parts of the device to corrode and 
become unsafe. Most metals including neodium dissolve in a 
strong acid such as gastric juice. There have been cases of an 
infant ingesting a button battery or a magnet so it is well-
known that they can cause perforations of the GI tract. 
Therefore if we want to use such materials in the digestive 
tract, they need to be coated with a tough protective material 
similar to the polycarbonate outer sheath of a capsule 
endoscope, but much tougher because the polycarbonate Fig.8 Inflation speed and distance 

Ultrasonography 
Extracorporeal antenna 
(resonant detector) 

Fig. 9 Accuracy of volume estimation 
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sheath can only protect the electronic circuits for several days. 
Otherwise, we have to choose materials that are not affected 
by strong acids. 

Even though gold is expensive, it is stable and unaffected 
by strong acids and it has good electric conductivity. That is 
why gold is used in electronic circuits. Many medical implants 
such as pacemakers use platinum or gold because they are 
stable and have low resistance.       

IGBs are very useful devices for treating obese people. 
However a drawback is that they lack a monitoring system. 
We hit on the idea of building a sensor composed of gold.  
Our aim is to increase weight loss and over a longer period of 
time by introducing a monitoring system into our IGB therapy, 
so that it can match the weight loss achieved by bariatric 
surgery.  

Also, we want to reduce the onerous amount of preparation 
that patients have to drink for capsule colonoscopy. Clinical 
trials [16], [17] have indicated that cleanliness is dependent 
upon the amount of the preparation is important for reducing 
the missing rate. The results for my cleansing device in the 
phantom indicated that it could be used to significantly reduce 
the amount of preparation and keep visibility (no data shown). 
The cleansing device works like a washing machine  This 
device could be improved by equipping it with sensors for 
evaluating the cleanliness of the colon and the flow speed of 
the preparation liquid which is related to the transition time for 
the capsule endoscope in the colon. The flow speed of a colon 
capsule endoscope is crucial for improving the detection rate 
for lesions. As this cleansing system only needs to work for 2 
to 3 hours in the colon and would be excreted from the anus 
after examination, the requirements for the materials are quite 
different from those for the IGB. Therefore, it might be 
possible to power the device using button batteries such as 
those used in current capsule endoscopes. They could also be 
used to power tiny body sensors. However, there would be 
complicating if batteries are retained in the GI tract, so I am 
thinking of using simple sensors composed of only passive 
elements.     

The prototypes are still in the laboratory stage. The interface 
between the wearable device and the cloud is still under 
investigation. There are also several technical problems to 
overcome such as intragastric infections, perforations caused 
by over-inflation and reduction in the screw’s power due to a 
weakening of the magnetic force in large patients with thicker 
layers of  adipose tissue over 20cm.  

Limiting the amount of exposure to magnetic fields is an 
important issue. ICNIRP guidelines [18] recommend a limit of 
2W/Kg for the trunk of the human body in the frequency range 
of 100 kHz to 300 GHz.  Our experiments were within these 
criteria.  

CONCLUSION 

 Non-invasive modalities for diagnosing and treating 
epidemic diseases such as obesity and colon cancer are rapidly 
developing, due to the availability of various minute sensors 
and networking for medical information. An advantage of our 
intra body magnetic screw devices is that they do not require 

any complicated materials, only simple materials such as gold, 
polyethylene, a neodium magnet and a silicon rubber balloon. 
The tests in the phantom went very well and indicated that the 
two magnetic screw devices could work for a long time in the 
GI tract. We are planning to refine these devices before 
carrying out clinical trials.  
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Abstract—In recent years, there have been significant re-
search effort on vital data monitoring of people playing sports,
which provides us with the information on their physical con-
ditions and training effect. In this paper, we assume a system
configuration in which sensor nodes attached to exercisers with
their back-waist positions sense vital data and send them to a
sink node. In order to evaluate data collection performance
by computer simulations, we first conduct experiments to
collect position data of people playing football and footrace.
Furthermore, we measure communication performance of sen-
sor nodes with IEEE802.15.4g with experiments. Based on
these experimental data, we construct mobility model and
radio link model, which are applied to computer simulations
investigating the performance of data collection employing a
location-based flooding with multi-channel setting. Based on the
obtained simulation results, we analyze the trade-off between
the alleviation of congestion level and reduction of connectivity,
which are observed when varying the number of allocated
channels in the location-based flooding.

I. INTRODUCTION

In recent years, there have been significant research effort
on vital data monitoring of people playing sports, which
provides us with the information on their physical conditions
and training effect [1]. The information can be used not only
for giving advices on training menu, but also for checking
the risk of injuries and diseases during exercises.

In order to realize such vital data monitoring, it is essential
to collect vital data in real-time, simultaneously, periodically,
and reliably. To this end, WSN (Wireless Sensor Network)
can be employed, which is composed of sensor nodes that
sense the vital data of exercisers and a data collection node
(sink) that aggregates the sensed data. In this work, we
focus on WSN following the communication standard of
IEEE802.15.4g operating with 920MHz band. We assume
that sensor nodes are attached to exercisers with their back-
waist positions. In this case, it is expected that the commu-
nication range of each sensor node has directivity because of

shadowing of human body. Furthermore, we assume a highly
mobile environment where exercisers’ positions and orienta-
tions change frequently. These directivity and mobility can
greatly influence data transmission characteristics, therefore,
it is necessary to model the mobility of exercisers as well
as the directivity of communication range.

In this work, we first construct a node mobility model
under exercises of football game and footrace at a sports-day
event of school, and a radio link model of IEEE802.15.4g
with nodes attached to exercisers’ back-waist positions
based on our experimental results. For constructing mobility
model, we employ an object–tracking technique that is
applied to video data of actual football game and footrace.
The link model is created based on experimental data of re-
ceived power measured for different distance and directivity
between IEEE 802.15.4g nodes. Then, we evaluate the vital
data collection characteristics by computer simulations by
using those models. We focus on a location-based flooding
[2] as a data transmission method, where appropriate relay
nodes are selected according to their locations in order
to suppress redundant relay packets. With flooding, each
node has multiple routes to deliver its data to a sink node,
therefore, it is expected that the influence of link fluctuation
caused by mobility and directivity of communication range
can be small. However, since our work aims to collect
vital data from a large number of nodes, the disadvan-
tage of flooding, namely, the congestion due to redundant
packets, can be dominant. Therefore, we try to suppress
redundant packets by applying multi-channel transmissions
to the location-based flooding. While the usage of multiple
channels can reduce the congestion level by distributing the
traffic, if the number of channels is excessively increased, the
connectivity among nodes deteriorates due to the decrease
of the number of relay nodes. For this reason, it is necessary
to select an appropriate number of channels in the location-
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Fig. 1. System model of vital data monitoring.

based flooding using multi-channel transmissions. Therefore,
in this work, we evaluate the performance of the location-
based flooding in a multi-channel environment by using the
mobility model and radio link model constructed based on
the results obtained by our experiments.

II. SYSTEM MODEL AND PROBLEM DEFINITION

A. System Model
In this work, as shown in Fig. 1, we assume a system

configuration in which sensor nodes attached to exercisers
with their back-waist positions sense vital data and send
them to a sink node. Vital data monitoring becomes possible
by transmitting the collected vital data from the sink node
to a user terminal. Each sensor node generates six types
of data: heart-rate, energy expenditure, body temperature,
humidity, GPS position and sequence number. It is assumed
that these vital data are collected every 10 seconds. This data
collection cycle is known to be sufficiently short from the
viewpoint of sports physiology and medical health care [1].
Heart-rate data is the output of PPG (photoplethysmography)
sensor [1], and its data size is assumed to be 200 bytes.
The data sizes of energy expenditure, body temperature, hu-
midity, GPS position, and sequence number are respectively
assumed to be 2bytes, 2bytes, 2bytes, 4bytes, and 1byte. As
a communication module, we adopt ARIB STD-T108 [3]
which is based on IEEE802.15.4g standard as physical layer
(PHY) operating over 920MHz band and IEEE802.15.4 as
MAC layer. Furthermore, we assume that the transmission
rate per channel is 100 kbps. In this paper, we focus on
two models with different types of exercises, which are
football and footrace. Football is a group game suitable
for evaluating wireless communication because it includes
various movements such as jumping and sliding [4]. On
the other hand, footrace, which is a typical exercise played
during a sports-day event at schools in Japan, is a game
which includes rapid changes of positions of nodes over
time due to the dash action of each player. In this paper,
we call these vital data collection models as football model
and footrace model.

B. Data Collection Method
In this work, it is assumed that sensor nodes are attached

to exercisers with their back-waist positions. In this case, the
communication range is expected to be smaller than that of

: Sensor Node

C
A

B

D

E

: Sink Node

Broadcast is suppressed

Fig. 2. An example of operation of location-based flooding.

the line-of-sight environment due to the influence of shad-
owing of human body. Therefore, in this work, multi-hop
data transmission is adopted. Here, we focus on a flooding-
based data transmission method. With the flooding, multi-
hop data transmissions are realized by repeating broadcast
of relay nodes. Since multiple neighboring nodes receive
the data broadcasted by a sensor node, the influence of
link directivity and mobility, which are the main sources
of packet losses in our scenario, is expected to be smaller
than that of a routing-based data transmission method. In
this work, a location-based flooding is applied in order to
alleviate the congestion caused by the flooding-based data
transmission method. With this method, only relay nodes
that are located closer to the sink node than the sender of the
received packet repeat the broadcast. An example of packet
transmissions in the location-based flooding is shown in Fig.
2. In this example, the sensor node A performs a flooding-
based data transmission to the sink node. We assume that
each sensor node has the location information of itself and
the sink node. The node A first transmits a packet including
its own location information by broadcast transmission. The
transmitted packets are received by the sensor nodes B, C,
D, and E existing within the communicable range of the
node A. Each receiving node uses the location information
of itself and that included in the received packet to compare
the distance from itself to the sink node and distance from
the node A to the sink node. Then, sensor nodes D and E
find that the distance from themselves to the sink node is
closer than that from node A, and rebroadcast the packet.
On the other hand, sensor nodes B and C find that they are
located farther than sensor node A toward the sink node, and
suppress the broadcast. With these operations, it is possible
to reduce redundant broadcast and reduce the congestion
level of the communication band.

C. Problem Definition
In this work, we aim to collect vital data from a large

number of nodes, therefore, it is expected that the problem of
packet congestions caused by the flooding becomes severe.
Therefore, the data collection rate can deteriorate even when
the location-based flooding is applied. In order to further
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alleviate the congestion problem, we consider applying
multi-channel communication to the location-based flooding.
Through multi-channel communication, the number of com-
munication nodes per channel is reduced, which can reduce
traffic load over each channel. However, as the number of
channels increases, the number of relay candidates that use
the same channel decreases. This degrades the connectivity
among nodes and the data collection rate is expected to
deteriorate. Thus, the reductions of congestion level and
connectivity are in a relationship of trade-off though the
number of applied channels. For this reason, we need to
select the appropriate number of channels, and verify the
effectiveness of the location-based flooding when using
multi-channel communication in an environment where the
position and direction of a large number of sensor nodes
with link directivity change frequently with mobility. In
order to investigate these issues with computer simulations,
it is necessary to construct a radio link model of the sensor
nodes attached to the back-waist positions of exercisers and
the mobility model of exercisers when they perform football
and footrace. In this work, we obtain these models through
experiments in a real environment.

III. MODEL CONSTRUCTION FOR SIMULATION
EVALUATION

A. Node Mobility Model
In order to construct a node mobility model, we conducted

an experiment at a gymnasium. The subjects in this experi-
ment are 30 males whose ages range from 21 to 24. The size
of experimental area is 57m × 36m. Within this area, the
subjects are instructed to make exercises simulating football
and footrace, which are recorded with video cameras. Then,
by applying an object tracking technique to the recorded
video data, the position data of all subjects are created.

Fig. 3 shows an overview of the experiment for construct-
ing the mobility data in the football model. In the football
model, 22 subjects are supposed to play a football game for
30 minutes in the field with its size of 57m × 36m. In the
experiment, 22 players played 3 sets of football games for
10 minutes each.

Next, the movement pattern of exercisers in the footrace
model is shown in Fig. 4, where the number of exercisers is
100. First, 100 exercisers start in a state where 20 people are
lined up in 5 rows in the entrance position. Subsequently,
the exercisers are supposed to perform the following three
operations:

(1) Exercisers move from an entrance position to the
standby position A.

(2) Exercisers are divided into 20 groups, with a group
consisting of 5 people. Each group makes 50-meters dash in
turn. After the race, they move to the standby position B.

(3) Exercisers move to an exit position after all races are
completed.

Here, there are only 30 subjects for the experiment, which
does not reach the number of exercisers assumed in the

57m

36m

10-minute soccer game

Fig. 3. An overview of experiments to construct a mobility model in the
football model.

Entrance PositionStandby Position A

Standby Position BExit Position

Travel lane

（1）

（2）（3）

Exercisers
×100

Fig. 4. An overview of experiments to construct a mobility model in the
footrace model.

footrace model. Therefore, in the experiment, we separately
recorded movements of 25 people in 5 rows four times with
shifted locations, and combined them to create a model with
100 exercisers shown in Fig. 4.

B. Radio Link Model
The radio link model was constructed based on the experi-

mental results using sensor nodes conforming to ARIB STD-
T108 standard. In particular, we conducted experiments to
obtain results on distance attenuation and directivity between
sensor nodes attached to the back-waist positions of human
phantoms [5].

Fig. 5 shows an overview of experiments for evaluating
the distance attenuation between sensor nodes attached to
the back-waist position of each exerciser. In this experiment,
transmitter and receiver are attached to a position with its
height of 60cm of a container. The size of container with
a height of 120cm and a circumference of 63cm assumes
the body of an elementary school child, and the height of
the node position assumes its back-waist position. Then,
the distance between transmitter and receiver is varied with
equal intervals on a log scale from 0.1m to 30m, and the
RSSI (Received Signal Strength Indicator) is measured. The
experimental results of the distance attenuation obtained
from this experiment are shown in Fig. 6. From Fig. 6, it can
be seen that the attenuation increases as the distance between
the transmitter and receiver increases and the amount of
change also increases over the range of long distance.
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Fig. 5. An overview of experiment to evaluate distance attenuation.

Next, an overview of experiments for evaluating the
communication directivity between sensor nodes attached to
the back-waist position of each exerciser is shown in Fig.
7. Here, the same container and node position as those used
in the experiment for evaluating the distance attenuation is
employed. This container is filled with a 0.18 mass % saline
to imitate a human body. Then, the RSSI value received
by the receiver located 1m apart from the transmitter is
measured while rotating the container with the step of 10
degrees. The results on the directivity obtained from this
experiment are shown in Fig. 8. Here, the direction of 0
degree corresponds to the back-side of the exerciser. From
Fig. 8, it can be seen that the attenuation is hardly observed
in the backward direction of the exerciser, however, the RSSI
value largely decreases in the horizontal direction and the
forward direction due to the shadowing of human phantom.

IV. SIMULATION EVALUATION

We constructed a node mobility model and a radio link
model by using the position variation data and RSSI data
obtained by the experiments described in Section III. With
these models, we conducted simulations to evaluate the data
collection rate of the location-based flooding in the multi-
channel setting. In simulations, the received RSSI value at
each node is calculated based on the position and orientation
data of each exerciser taken from the node mobility model
and radio link model shown in Fig. 6 and Fig. 8. In this
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Fig. 6. The experimental results on distance attenuation.
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Fig. 7. An overview of experiment to evaluate directivity.
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Fig. 8. The experimental results on communication directivity.

evaluation, we used a network simulator Scenargie [6]. The
position of the sink node is at the midpoint of the upper long
side of the sports field shown in Fig. 1, and the operating
channel is randomly assigned to each sensor node so that
the number of sensor nodes using each channel becomes
almost equal. The sink node is assumed to be equipped
with multiple interfaces operating with different channels
selected by sensor nodes. The maximum waiting time before
each rebroadcast in the location-based flooding is set to be 1
second. The other simulation parameters are shown in Table
I. Here, the field size and mobility data of the football model
is scaled up in order to set it to an official size of FIFA
(International Federation of Association Football) .

Fig. 9 shows the data collection rate against the number of
allocated channels for the football model. The data collection
rate is defined as the ratio of the number of successfully
collected packets at sink node to that of generated packets
at all sensor nodes. As can be seen from this figure, in the
football model, the data collection rate has the maximum
value when 2 channels are randomly allocated to sensor
nodes. However, comparing the result when the multi-
channel communication is not applied (i.e., the case with
1 channel) and that with 2 channels, there is no significant
difference in the data collection rate. Thus, in the football
model, there is no improvement in the data collection rate
by applying multi-channel communication. In the football
model, the number of sensor nodes is 22, which is relatively
a small number. For this reason, it is considered that the
traffic congestion due to flooding in the football model is
not so severe. On the other hand, the number of isolated
nodes is increased by allocating more channels since the

TABLE I
SIMULATION PARAMETERS

Football Model Footrace Model
Field Size 101.58m × 81.18m 57m × 46m

Number of Nodes 22 100
Transmission Power 20 mW
Receiver Sensitivity -95 dBm
Simulation Duration 10 minutes

Data Size 211 Bytes
Transmission Rate 100 kbps

macMinBE 3
macMaxBE 5

macMAXCSMABackoffs 4
Max. Hop Count 10

Number of Simulation Trials 10
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Fig. 9. The simulation results for the football model.

number of nodes operating over each channel is decreased,
which reduces the connectivity among nodes. This is the
reason why we have worse performance with larger number
of channels for the football model.

Fig. 10 shows the data collection rate against the number
of allocated channels for the footrace model. From this
result, we can see that the data collection rate is improved
with the increase of the number of allocated channels until it
reaches 16 channels, and no further deterioration is observed.
In the footrace model, the operation where a large number of
sensor nodes move with high density is included, in which
many sensor nodes rebroadcast data packets. Therefore, by
applying multi-channel communication, the data collection
rate is improved by distributing the traffic into different
channels. In addition, the data collection rate is not degraded
with the increase of the number of channels. This is prob-
ably because, in the considered field size, many nodes can
transmit sensing data toward the sink node with a single hop,
and the number of isolated nodes is not increased so much
with the increase of the number of channels.

V. CONCLUSIONS

In this work, we focused on vital data monitoring of
exercisers who perform exercises such as football and
footrace. We adopted a location-based flooding with multi-
channel setting as a data collection method and conducted
simulations using the mobility model and radio link model
constructed based on our experimental results. As a result,
in the football model, we found that the number of isolated
nodes is increased by allocating more channels since the
number of nodes operating over each channel is decreased,
which reduces the connectivity among nodes. The increase
of the isolated node is dominant over the reduction of traffic
congestion when applying multi-channel communication to
the football model, and its performance is degraded as the
number of allocated channels is increased. On the other
hand, in the footrace model, we observed that the data
collection rate is improved by distributing the traffic into
different channels. From this result, it was confirmed that the
reduction of traffic congestion is dominant over the increase
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Fig. 10. The simulation results for the footrace model.

of the isolated node in the footrace model, which contributes
to the improvement of the data collection rate.

In our future work, in order to examine the influence of
mobility characteristics on the data collection rate, simu-
lation evaluation is planned with various exercise models.
In addition, we will investigate the effectiveness of the
location-based flooding by comparing its performance with
the routing-based data transmission methods.
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Abstract— Identifying the Sleep stages is an essential 

component of sleep studies. It is normally done by observing 

collective behavior of various physiological signals, including 

EEG, EMG, EOG, etc. Recently it has been demonstrated that 

respiration and ECG can be computationally augmented to 

reasonably estimate the sleep stages. This paper describes a 

dedicated wireless device developed to acquire the cardio-

respiratory data to distinguish the sleep stages. The device 

extracts R-R intervals and respiration data from the ECG and 

transmits it over the Bluetooth. The miniature hardware device 

and its energy efficient firmware design, presented in this work, 

are tested against the standard ECG machine for accuracy of R-

R interval periods and ECG derived respiration (EDR). The 

experimental results show very good agreement of observed data 

with that obtained using commercial wired machine. The device 

can be very useful in unobtrusively screening the patients 

suffering with sleep related problems, especially in an out of 

center setting. 

Keywords— R-R intervals, Sleep Staging,  Polysomnography,    

wireless, energy efficiency 

I.  INTRODUCTION 

Sleep is an essential part of our life. It is a non-homogenous 
process consisting of alternating cycles of rapid-eye-movement 
(REM) stage and three types of NREM stages. With changing 
lifestyles, sleep related problems are increasingly becoming 
common. These problems are diagnosed after elaborate sleep 
studies that often involve assessing changes in pattern/ duration 
of these stages. Sleep studies involve full-night recording of 
over eight different physiological parameters and then 
annotating the sleep stage for every 30-sec epoch of the entire 
sleep record [1]. The different stages are identified by 
collective behavior of the physiological parameters. The 
standard instrumentation for sleep studies is Polysomnography 
(PSG). It requires the patient to sleep in a specially equipped 
facility (sleep-lab) with an array of sensors attached to different 
parts of his body [1]. This is highly inconvenient, and may 
even affect the sleep that is being observed. The limited 
availability of specially designed sleep-labs and trained 
technicians is a big bottleneck. In view of all this, for greater 
patient convenience and shorter waiting times, it is highly 
desirable to be able to undertake in-home / out-of-center 
(OOC) sleep studies.  

To address the issue, researchers have explored signals and 
methods that enable studies with either lesser number of 

electrodes/ parameters or with various unobtrusively monitored 
parameters. One set of methods that increase the patient-
friendliness, leverage computational processing of a smaller 
number of signals to distinguish the sleep stages. EEG, is a 
suitable candidate and it yields good results [2]. However, it is 
a comparatively sensitive and difficult to acquire signal. So, 
researchers have increasingly started focusing on more robust 
ECG and other signals [3]. Second set of methods promising 
greater patient friendliness are based on using instrumented 
beds (or bed sheets) [4], video monitoring [5] etc.  Another 
approach to increase unobtrusiveness is to use wireless data 
acquisition, as in [6] using multiple wireless modules. Based 
on our study of respiration and variations of ECG’s R-R 
intervals with REM sleep stages in Montreal Archive of Sleep 
studies (MASS) sleep database [7], it is planned to combine the 
idea of using a wireless device along with using computational 
augmentation of cardio-respiratory signals. While there can be 
several well proven methods of getting cardiorespiratory data 
for the entire night (including standard multi-parameter patient 
monitors, etc.), but they are either not so unobtrusive or are 
more of an overkill for the purpose. On the other hand, the 
consumer heart-rate devices, although very friendly, are mostly 
wrist based. They, primarily, rely on averaging over multiple 
cycles, and are thus, not suitable for our purpose. For our 
specific purpose, we developed a wearable wireless module 
that extracts the R-R Intervals and EDR data from the ECG and 
transmits it wirelessly. The cardiorespiratory data is processed 
to indicate the sleep stage. The overview of the arrangement is 
shown in Fig1. The present paper describes the design of 
hardware and the resource optimizing firmware for it. This 
wearable can be particularly useful in several healthcare 
scenarios including unobtrusive sleep monitoring in an out-of-
center setting.  

 

Fig. 1. Overview of the system 
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II. THE WIRELESS DEVICE  

A. The Hardware Design  

The proposed device consists of electronics for ECG 
acquisition, R-wave detection, deriving the respiration data, 
forming the data packets and their wireless transmission. A 
block diagram of the device is shown in Fig 2. 

The Analog Front end (AFE) of the device is based on 
application-specific integrated circuit (IC) from ‘Analog 
Devices Inc.’, AD3282. The left-arm (LA) and right-arm (RA) 
signal is fed to the instrumentation amplifier with gain of 100. 
Their common mode signal is fed to the right leg drive; 
enabling CMRR of more than 80dB. Two pole filtering, 
implemented with an OP-AMP and passive components, is 
designed for bandwidth of 0.4 to 40 Hz. A second stage 
amplifier is used to raise total gain to 1000. 

    The signal is also fed to comparators for sensing the 
leads-off condition that drives the signal path to saturation in 
either direction in this single supply rail to rail system. 
Additionally, mid-supply reference is also generated. The 
amplified and filtered signal is fed to the differential mode 
ADC of the Silicon Labs micro-controller, C8051F300-GM. 
The controller is specifically selected for its energy efficient 
operation with low supply voltage (3V), calibrated internal 
oscillator (24.5MHz) and it’s small (11-pin QFN) footprint. 
The ADC is configured for 8-bit sampling at 300 Hz. 

R-wave detection, R-R interval extraction, buffering, 
encoding and packetisation are implemented in the 
microcontroller. The occurrence of artefacts (like leads-off) 
which drive the signal to saturation are detected with range 
comparator in the AFE. Such conditions are used to trigger a 
subroutine in microcontroller which outputs a code for every 
one second of the occurrence of condition. This is detected and 
considered accordingly at the receiver end. The complete 
sensor circuit is implemented on a circular double sided printed 
circuit board (PCB) with ϕ = 30mm. The PCB is assembled 
with carefully selected components and 1206 SMT passives. 
Electrode wires and battery were soldered to it. To keep the 
cost low and for our testing purposes we used off-the shelf 
Bluetooth module (BlueSMiRF Silver from 
www.sparkfun.com).  Fig 3. shows the assembled PCB and 

other components alongside a pen to show the miniature size. 

Considerations for unobtrusiveness required us to assemble 
the hardware on a small board. Its optimal performance 
demanded resource constrained R-wave detection and energy 
optimized transmission. The major effort, thus, lies in resource 
constrained firmware design. It is described below.  

B. R-Wave Detection  

A simplified algorithm based on [8] was implemented for 
detection of R-wave in ECG.  We know, the QRS complex has 
a specific shape and lasts about 0.06 to 0.1 sec. So, we 
calculate the slope in a moving window of 0.03 sec on the left 
and right of every sample, as given below.   

   
 

 
                                     (1) 

   
 

 
                                     (2) 

Here, ECGn represents the nth sample of ECG signal; and 
as sampling frequency, fs = 300 Hz, and, i = 0.03fs. So, i, 
corresponding to 0.03s is taken as 9 here.  

We know, QRS complex has a sharp slope up followed by 
slope down, so, we check sign (∆l )= - sign (∆r ). If the given 
nth sample passes this test we calculate, a parameter, ‘t’ given 
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as,  

                                            (3) 

This tn is then compared with an adaptive threshold, Ta, 
initialized as one half of the maxima in first ten seconds of the 
ECG record. Thereafter, Ta was updated as one third of the 
previous maxima of tn. Thus, R-wave was considered located at 
local maxima of,  

                                                (4) 

The method uses less than 25% of the hardware resources 
required for implementing popular Pan-Tompkins method [9] 
and is rated numerically efficient. Once the R-wave instant was 
located (Fig 4. shows the use of ‘tn’), corresponding ECG 
signal was noted as R-peak for EDR signal and calculation of 
slope was suspended for next 109 samples as next R wave is 
not expected in less than 0.3 seconds (i.e. heart rate is not 
expected to be normally more than 200bpm). Each R-wave 
event was used to reset and trigger a counter working on the 
internal oscillator calibrated at 24.5MHz. The time (count) 
from one R-wave to next R-wave is extracted as R-R interval 
(RRI).  

C. Considerations for efficient wireless transmission  

For wireless connection, standard Bluetooth was preferred 
due to its popularity in commercial computing devices and 
convenience in personal usage. Bluetooth protocol in a master-
slave configuration undergoes a series of steps like device 
discovery, pairing, authentication and bonding before data 
transfer happens in ‘send slots’. Data transfer includes sending 
access code, header and payload in every ‘send slot’ of 625 
micro-second. To improve the energy efficiency, energy 
hungry stage of Bluetooth should be minimized. The Bluetooth 
specifications reveal that Sniff mode current is about 10mA, 
whereas transmission (Tx ) mode current is about 50-80mA. 
The Tx mode actually accounts for up to 80% of the Bluetooth 
energy consumption [10].  

So, the key is to use minimal transmission slots for given 
data or equivalently, maximize payload per transmitted packet 
to achieve higher efficiency. To achieve this, we buffered the 
RRI interval and EDR data, before transmitting them in bursts. 

As our algorithm of sleep staging is based on 60 second epochs 
of sleep [7], we preferred buffering data for 60 seconds. The 
Bluetooth was configured to spend maximal time in sniff mode 
and send the entire buffered data in allocated transmit slots in 
one go. This minimizes the number of transmission slots used 
per transmitted byte and reduces repeated transmissions of 
access code and headers in send slots. Thus, we could achieve 
better performance as compared to unbuffered method of 
sending data as soon as it is made available. Also, this enables 
keeping the radio more in sniff mode for longer durations. In 
this device we employed buffering of one-minute data and 
dedicated bonding for fast reconnection. This enabled 
improvement in average operable time of a charged battery 
from about 8 hours to over 20 hours. 

III. TESTING THE SYSTEM 

To test the system performance, the hardware device was 
assembled as explained above. A battery (3.7V, 450mA 
rechargeable Li-ion battery, Jackli, Mohali, India), selected to 
last 10 hours of continuous operation, and Bluetooth module 
(BlueSMiRF silver) were connected to the circuit. The 
microcontroller was configured as described above. For 
receiving the data, we used a Bluetooth enabled computer so as 
to easily analyze and process the data. The data can be received 
on a mobile phone also, which can then be used to send the 
packets over to internet. At the computer end, the data packets 
were received and concatenated. A dot-net software was 
designed to capture the streaming input data from the 
Bluetooth module. Raw RRI data stream is recovered by 
truncating the signaling bytes and decoding. The packets are 
stored as separate time stamped files or as single file made by 
concatenation of the input data in the computer.  

In order to test the device, it was attached to the patient 
using three pre-gelled electrodes as shown in the Fig 5. For 
comparison, commercially available PC based ECG machine 
CardioAssist (Maestros Mediline, Mumbai) in long term 
monitoring mode was also attached to the subject 
simultaneously. The recordings were done for 1 hour on each 
of the 10 healthy young volunteers (six males aged 21 – 29 
years,  4 females aged 20 and 25 years) while sitting 
comfortably on a chair. The two data sets of R-R Intervals were 
tabulated and evaluated for using NCSS statistical software.  

IV. RESULTS  

One hour of RRI data and EDR from our wireless device 
and that from the commercial wired device was obtained for 
each case. The combined overall RRI data with the two 
methods showed a very good correlation with the series 
obtained from CardioAssisit (correlation coefficient, r = 0.996). 

 
 

 Fig. 4. Original ECG wave and the parameter ‘tn’ 
 

Fig 5. The wearable device and an ECG unit connected to a subject. 
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Considering the R wave detections by the commercial device 
as reference, we compared them with our detections and are 
reported in Table I. For EDR, the common method of 
comparing breaths per minute (bpm) was used. The cumulative 
average error in observed breaths as reported by our device and 
that obtained by using the ECG wave recorded with wired 
device was found to be 4.2 %.   

To compare the agreement between two methods of 
obtaining a quantitative variable, Bland-Altman plot (BA plot 
aka difference plot) is a suitable statistic [11]. It is a scatter plot 
of difference in observations versus the average of two 
observations. BA plot was made in each of the 10 cases for 
RRI, and it was observed that 99% of the difference values fall 
within the + 1.96 SD of the respective standard value data set. 
This showed a very good agreement between RRI obtained by 
two methods.  One such BA plot for recordings of subject 1 is 
shown in Fig.6. It shows observations to be within 6ms 
(+1.96SD) of the standard values.  

TABLE I.  COMPARISON OF RR INTERVALS  

Sub

ject 

Reference RRI (ms) 
RRI by our device 

(ms) 

Mean  SD Mean SD 

1 864.2 38.0 859.3 38.4 

2 797.7 47.5 787.7 46.6 

3 849.6 28.3 854.5 28.3 

4 728.1 42.4 737.2 42.6 

5 956.2 84.8 933.4 69.6 

6 774.2 42.1 758.9 44.2 

7 803.6 37.6 812.3 38.3 

8 792.4 68.3 787.2 64.2 

9 829.6 74.9 823.3 72.9 

10 853.3 53.2 861.2 52.6 

 

V. CONCLUSION 

The BA plot and results show a very good agreement 
between RRI obtained from our device and that from a normal 
wired system. The device is a good implementation for 
obtaining cardiorespiratory data in a resource constrained 
setting. With further improvements it should be useful, not 
only for online sleep staging but also for several other remote 
monitoring applications. 
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Abstract—In this study, we construct a cardiovascular model 

considering the interaction of cardiac and vascular systems, and 

investigate factors affecting hypertension. In the cardiovascular 

model, stroke volume, the blood volume pumped by a heart per 

beat, is determined based on the operating conditions of the 

system. In addition, positions of baroreceptors, pressure sensors 

of cardiac system, in blood vessels are also considered. 

Consequently, the functions proportionally controlling the 

baroreceptor activities and determining the activities of 

autonomic nerves have significant effects on hypertension, which 

are comparable to those of aortic stiffness. 

Keywords—cardiovascular system; hypertension; baroreceptor; 

stroke volume. 

I.  INTRODUCTION 

In recent years, cardiovascular diseases have been major 
causes of death and have become significant social problems, 
in particular, in developed countries, which are facing a growth 
in aging population. Therefore, it is necessary to prevent the 
diseases. 

An important factor for monitoring the onset risk of 
cardiovascular diseases is blood pressure, which displays a 
correlation with the risk [1]. Hence, it is important to prevent 
the diseases by identifying factors that highly affect 
hypertension and by conducting appropriate treatment. 

Although the factors are usually attributed to aortic 
insufficiency and arteriosclerosis, many kinds of the factors 
have not been clinically identified [2]. Therefore, it is 
necessary to examine the effects of cardiovascular 
characteristics on blood pressure and investigate the causes of 
hypertension in another way. 

In this study, we aim to achieve the aforementioned 
objective by modeling a cardiovascular system, which consists 
of cardiac and vascular systems. The cardiac system controls 
heartbeat generation based on the conditions of autonomic 
nerves and the vascular system carries blood all over the body 
through a vascular network; both systems interact with each 
other in a body. However, in research fields, these two systems 
are dealt with independently [3], [4], and as of today, there is 
no model which considers the interaction of both the systems. 

This study aims to construct a cardiovascular model where 
we consider the interactions between cardiac and vascular 
systems, and identify the effects of cardiovascular 
characteristics on hypertension. 

II. NOMENCLATURE

Cardiac model 

cNec : concentration of cardiac norepinephrine [-] 

vNec : concentration of vascular norepinephrine [-] 

p : blood pressure [g/(s2 cm)] 

R : respiratory activity [-] 

RR : heartbeat interval [s] 

t : time [s] 

vb : baroreceptor activity [-] 

 : sinus node phase [-]

Vascular model 

A : cross sectional area [cm2] 

f : arterial stiffness [g/(s2 cm)] 

P : blood pressure [g/(s2 cm)] 

Rmin : truncation radius [cm] 

r0 : initial radius [cm] 

t : time [s] 

x : axial coordinate [cm] 

 : viscosity [g/ (cm s)]

 : density [g/cm
3
]

Cardiovascular model 

DBP : diastolic blood pressure [g/(s2 cm)] 

MBP : mean blood pressure [g/(s2 cm)] 

RR : heartbeat interval [s] 

SBP : systolic blood pressure [g/(s2 cm)] 

SV : stroke volume [cm
3
]
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III. CONSTRUCTION OF A CARDIOVASCULAR MODEL

In this section, we first describe a cardiac and vascular

model. Then, we explain the construction of a cardiovascular 

model. Finally, we validate the calculations of the 

cardiovascular model. 

A. Cardiac Model

Kotani et al. [3] constructed models which could reproduce
effects of autonomic nerves on a cardiac system. We describe a 
schematic of the cardiac model below. 

Fig. 1 shows the schematic of the cardiac model, which 
mainly consists of three elements: baroreceptor, central 
nervous system, and sinus node. The model performs 
calculations by transmitting each state quantity through these 
elements. 

1) Baroreceptor: Firstly, baroreceptor activity vb is

determined by the blood pressure p [mmHg] and its first 

derivative, as described in (1).  

 
dt

dp
kppkvb 201 )(  

(default parameters: k1 = 0.02 mmHg-1, k2 = 1.25 10-3 s

mmHg-1, p0 = 50 mmHg, and   = 0.16)

2) Central nervous system: The vb subsequently

determines sympathetic and parasympathetic nerve activities 

(vs and vp) as in (2), after being modulated by respiratory 

activity R as calculated in (3). 
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(Tresp = 3.5 s, G = 0.2, and vtrig = 1.3) 

In addition, at the central nervous system, the 

concentration of the sympathetic neurotransmitter, 

“norepinephrine (Ne)” is also calculated by (4); ccNe and cvNe 

represent the cardiac and vascular concentrations respectively.  
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3) Sinus node: The sinus node plays the role of a cardiac

pacemaker based on its pacemaker phase  , whose velocity is 

a function of both sympathetic (fs) and parasympathetic (fp) 

influences on the sinus node, as described in (5).  
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=2.0) 

When  is smaller than its threshold of 1.0, systolic blood 

pressure, SBP, is determined using the diastolic pressure (di-1) 

and the heartbeat interval (RRi-1) of the previous beat, as in (6), 
where ti is the time of last contraction onset and cardiac 

contraction period ( sys ) is 0.125 s, and diastolic blood

pressure, DBP, is described by the relaxation of Windkessel 
arteries, as in (7). Then, when,  reaches the threshold,  is 

reset to zero and the calculation of the beat ends. 

As a result, by using the cardiac model, the cardiac blood 

pressure and heartbeat interval can be obtained.  

Fig. 1. Schematic of the cardiac model
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(S0 = -13.8 mmHg, c

sk =10.0 mmHg, t

sk =45 mmHg s-1, v

sk = 

20 mmHg, S


= 70 mmHg, ns = 2.5, 0v = 2.8 s, v = 1.2 s,

vNeĉ = 1.0, and nvNe = 1.5) 

B. Vascular Model

In this study, we used a proposed numerical simulation for 

pulse wave propagation in arterial network [4] as the vascular 

model, which focuses on the 55 arteries shown in Fig. 2. 

1) Governing equations: The vascular model consists of

three governing equations. The two equations that ensure 

conservation of mass and momentum are given in (8). Here, 

density, ρ =1.055 g/cm3 and viscosity, μ = 0.049 g/(cm s) are 

kept constant.  
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In addition to (8), the equation on tube law, which relates 

local cross-sectional area to the local radial pressure, should be 

added, as shown in (9), where f represents the stiffness of each 

artery determined as the function of its  initial radius, r0, as in 

(10).  

 )1(
3

4 0

A

A
fPP e   

3021 )exp( araaf  

(Pe = 25 mmHg, a1 = 2.00× 107 g/(s2cm), a2 = -22.53 cm-1,
and a3 = 8.65× 105 g/(s2cm))

Then, P,U, and A of each artery can be obtained from the 

input cardiac blood pressure at the contraction onset in the 

vascular model.  

2) Boundary conditions: Equations (8), (9), and (10) focus

on single vessel. In order to extend the vascular model to the 

arterial network, it is necessary to establish three boundary 

conditions: (a) at the inlet of the arterial network, (b) at each 

bifurcation where the three vessels, i.e., one parent and two 

daughter vessels, meet at each junction, and (c) at the outlet of 

each terminal vessel of the arterial network. 

a) Inlet boundary condition: At the inlet of the arterial

network, the flow is given based on magnetic resonance 

measurement of the pumped blood flow in the ascending aorta, 

as shown in Fig. 3 [4]. 

b) Bifurcation boundary condition: Considering the loss

of energy at each bifurcation, we derived a mass-conservation 

equation and the Bernoulli equation. 

c) Outlet boundary condition: In this study, we

considered symmetrical trees in peripheral vessels [5]. Each 

such tree has several generations, before the radius of the 

vessel reaches a truncation radius, Rmin, giving resistance and 

compliance to each terminal vessel of the arterial network. 

Here, we set the value of Rmin to 0.02 cm. 

3) Numerical method: Now that we have the govering

equations and the boundary conditions of the arterial network, 

the simulation can be performed numerically by Richtmeyer’s 

two-step version of the Lax-Wendroff method. The 

caluculations were done by the time-discretization 
510125.3 t s and the spatial- discretization 2.0x cm.

C. Cardiovascular Model

In this section, we construct the cardiovascular model

considering the interaction of the cardiac and vascular systems. 

In order to combine the cardiac and vascular models, we 

describe the state quantities which are transferred 1) from the 

Fig. 2. Arterial network model

Fig. 3. Pumped blood flow in ascending aorta
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cardiac model to the vascular model and 2) from the vascular 

model to the cardiac model. 

1) Cardiac model → Vascular model: As described above,

from the cardiac model, cardiac blood pressure and heartbeat 

interval of a beat can be obtained. Inserting these two state 

quantities into the vascular model, simulation of pulse wave 

propagation works with the cardiac blood pressure at the onset 

of contraction until t reaches the heartbeat interval.  

Here, considering that one stroke volume (SV), i.e., the 
blood volume pumped from a heart per beat, fluctuates at each 
beat, it is necessary to change the pumped blood flow in 
response to the condition of the cardiovascular system (Fig. 3). 
Hence, we should determine the SV based on the 
cardiovascular condition, and change the vertical scale of the 
pumped blood flow such that SV equals an integrated value of 
the pumped blood flow per heartbeat interval.  

Then, we decided to estimate SV of a beat based on the 
condition at the beat and the previous beat. Fig. 4 shows the 
determination process of SV at a beat of number “N”, which 
focuses on the state quantities at beats of number “N” and “N-
1”. Generally, the SV is mainly dependent on three factors: 
pre-load, contraction, and after-load; pre-load is the force that 
pushes blood out and increases with the pressure of venous 
return; contraction is the force of cardiac contraction and 
autonomic nerves have a significant impact on the force; after-
load is the force of arterial blood that resists pumped blood [6]. 
As shown in Fig. 4, these three factors at the beat “N” are 
considered to be mainly determined by the arterial blood 
pressure and SV at the beat “N-1”, and heartbeat interval at the 
beat “N”. Therefore, we determined SV at the beat “N” by 
using an estimating formula which consists of three state 
quantities: systolic blood pressure (SBP) and SV at the beat 
“N-1”, and heartbeat interval (RR) at the beat “N”. Then, we 
conducted experiments to form an estimating formula and to 
evaluate its estimation accuracy. 

a) Experiment: We conducted experiments by using a

bloodless and continuous hemomanometer (FINOMETER 

MIDI) on three subjects in their twenties (subject A, B, and C). 

Here, the hemomanometer can measure all the three factors. 

Then, we divided the experimental data into those for forming 

an estimating formula and for evaluating its estimation 

accuracy for each subject. It should be noted that these 

experiments were approved by the research ethics committee 

of the University of Tokyo and the consent of each subject 

was obtained. 

b) Forming an estimating formula: In order to estimate

the SV, we formed a formula that consists of the above three 

factors, as defined in (11), and determined coefficients A1~A6 

by applying the least squares method to the data for forming 

an estimating formula. Here, [ ] in the equation means that 

original data for each factor are divided by its corresponding 

mean value and made dimensionless.  

        432
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c) Evaluating estimation accuracy: Fig. 5 shows the

estimation result where the estimating formula is applied to 

the data for evaluating the estimation accuracy for subject A. 

As shown in this graph, the estimation accuracy is good and 

determination coefficient (R2) displays a high value (0.62). In 

addition, approximately 98% of the data are in the region 

where prediction errors are within ± 10 cm3. Moreover, for 

subject B and C, the same kind of results was obtained. Hence, 

the estimation accuracy of the estimating formula (11) was 

guaranteed, and we decided to use this formula to calculate the 

SV and determine the inlet condition in the vascular model. 

2) Vascular model → Cardiac model: In the vascular

model, based on cardiac blood pressure, heartbeat interval, and 

SV, pulse wave propagation in the arterial network is 

simulated. Here, in order to consider the effect of vascular 

system on cardiac system, we focused on the positions of the 

baroreceptors, which are pressure sensors of the cardiac 

system, in the arterial network. 

Generally, baroreceptors which react to fluctuation of 

blood pressure are located at the aortic arch and carotid [6]. In 

Fig. 2, the aortic aorta corresponds to an artery “2” and the 

Fig. 4. Process for the determination of SV at a beat of number “N” 
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carotid corresponds to arteries “5” and “15”. Therefore, we 

used the mean value of diastolic pressure of these three 

arteries as an input value to the cardiac model. Calculations 

for the next beat start based on this value. 

D. Validation of the cardiovascular model

In this section, we examine if the cardiovascular model can
reproduce blood pressure waveform in a real body. 

Firstly, comparison of the calculated blood pressure 
waveforms at the ascending aorta and radial is shown in Fig. 6 
(1), where the reflected wave (the 2nd peak) becomes more 
prominent and the rising phase is delayed further at the radial 
than at ascending aorta. This is due to peripheral resistance and 
these results comply with physiological knowledges. 

Further, comparison of the calculated and measured blood 
pressure waveforms at the radial is shown in Fig. 6 (2), where 
the biological data, such as the systolic and diastolic blood 
pressures, peak phase, and heartbeat interval, are accurately 
calculated using the model. 

Finally, the effect of autonomic nerves on the calculated 
blood pressure at the ascending aorta is calculated as shown in 
Fig. 6 (3), where blood pressure rises and heart beat interval 
decreases at the state of sympathetic nerves predominance. 
This result also corresponds with physiological knowledges. 

Based on the above, we can say that the cardiovascular 

model can reproduce the real blood pressure waveform. 

IV. EFFECT OF CARDIOVASCULAR CHARACTERISTICS

ON HYPERTENSION 

In this section, we examine the effects of 

cardiovascular characteristics on hypertension by using the 

cardiovascular model constructed in the preceding section. We 

focus on baroreceptor reflex, regulation of norepinephrine 

(Ne) concentration, and aortic stiffness. Here, the effect of 

aortic stiffness is examined to compare it with that of the other 

two characteristics (baroreceptor reflex and regulation of Ne 

concentration). First, we describe the role of each 

characteristic and then, we perform parameter study to 

examine the effects. 

A. Cardiovascular characteristics

1) Baroreceptor reflex: As mentioned above, 

baroreceptors are blood pressure sensors and control the 

activities of the autonomic nerves (inhibit sympathetic nerves 

and promote parasympathetic nerves) in response to an 

increase in blood pressure. Therefore, failure in their 

functioning is considered one of the major causes of 

hypertension; however, there is no research which 

quantitatively evaluates this effect.  

Baroreceptor reflex has two functions: (a) controlling the 

baroreceptor activity based on the detected blood pressure, and 

(b) controlling the activities of the autonomic nerves, both of

which weaken by aging.

The function (a) is expressed in (1) as the two parameters, 

k1 and k2, which are the proportional and derivative gains, 

respectively. If these parameters decrease, blood pressure 

cannot be controlled normally, which would lead to 

hypertension.  

The function (b) is expressed in (2) as the parameters, 
b

sk and b

pk , which represent the effects of the baroreceptor 

activity on the autonomic nerves. If these parameters decrease, 

it becomes impossible to control the activity of the autonomic 

nerves, which would also lead to hypertension. 

2) Regulation of Ne concentration: Norepinephrine (Ne) is

a neurotransmitter of sympathetic nerves and its concentration 

increases with increase in sympathetic nerve activities. In 

addition, Ne stimulates sympathetic nerves, which constrict 

blood vessels [6]. 

In this study, to represent the condition where the Ne 

concentration is chronically high, we changed the time 

constants cNe and vNe in (4). If these two constants increase,

the concentration decreases slowly, which would be a cause of 

hypertension. 

Fig. 6. Comparisons of blood pressure waveforms 

(1): Calculated waveforms at ascending aorta and radial 

(2): Calculated and measured waveforms at radial 

(3): Calculated waveforms at ascending aorta at the state of 

sympathetic and parasympathetic nerves predominance 
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3) Aortic stiffness: As mentioned above, aortic stiffness is

considered a major cause of hypertension. In the 

cardiovascular model, aortic stiffness is expressed in (10) as a 

parameter of f. In this study, to examine the effect of aortic 

stiffness on hypertension, we changed constant term a3 of 

ascending aorta, aortic arch, thoracic aorta and abdominal 

aorta. 

B. Parameter study

In this section, we examine the effect of each 

cardiovascular characteristic on hypertension by changing the 

corresponding parameter. Here, each parameter is changed 

from 50 % to 150 % at an interval of 25 %. 

Fig. 7 shows the SBP at the ascending aorta for the 

changing corresponding parameter, and Tab.1 summarizes the 

variation value of SBP for each characteristic. As shown in 

this, it was found that the functions which proportionally 

control the baroreceptor activity (expressed as k1) and 

determine the activities of autonomic nerves ( b

sk and b

pk ) 

significantly affect the hypertension, the combination of which 

has pressure-rise effects equal to approximately 60% of those 

of aortic stiffness. On the other hand, it was also revealed that 

the functions which derivatively control the baroreceptor 

activity (expressed as k2) and regulate Ne concentration have 

little influence. 

V. CONCLUSIONS

In this study, we constructed a cardiovascular model where 

the interaction of the cardiac and vascular system was 

considered for the first time and examined the effects of 

cardiovascular characteristics on hypertension by using the 

model. The results obtained in this study are as follows: 

 The functions which proportionally control

baroreceptor activities and determine the conditions

of the autonomic nerves have significant effects on

hypertension. Such effects are comparable to the

effect of aortic stiffness.

 Each of the functions which derivatively control the

baroreceptor activities and determine concentration of

norepinephrine has little contribution to a rise in

blood pressure.
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Fig. 7. Systolic blood pressure (SBP) in response to a change in the 

cardiovascular characteristics: (1) Baroreceptor reflex, (2) Regulation of 

Ne concentration, and (3) Aortic stiffness 

TABLE I.  Variation value of SBP for each characteristic 

Systolic Blood Pressure 

[mmHg] 

Min Max 

Baroreceptor reflex 

k1 -2.87 3.22 

k2 -0.05 0.11 

b

sk and 
b

pk -3.75 4.28 

All -7.18 6.23 

Norepinephrine cNe and vNe -0.00 0.00 

Aortic stiffness a3 -21.22 11.13 
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Abstract—In minimally invasive interventions for liver cancer 
treatment, image registration is a powerful technique to align 
diagnostic information, such as tumors and vessels, to the 
interventional images. In this paper, we investigate how the 
contrast-enhanced features in computed tomography (CT) 
images i.e. the tumors and the vessels, help the registration. For 
this, we de-enhance the contrast-enhanced CT image (iDECT) of 
the liver acquired during the intervention; and then we compare 
the accuracy of the registration between the diagnostic contrast-
enhance CT image (dCECT) and the original interventional 
contrast-enhanced image (iCECT) versus the dCECT image and 
the de-enhanced image (iDECT). In addition, we use a rigidity 
term to improve the registration using the de-enhanced image. 
The method is evaluated on 11 clinical datasets. 

Keywords—liver cancer; imageregistration; CT image;de- 
enhanced; Enhancement features; rigidity;  

I.  INTRODUCTION 

Primary liver cancer is a severe disease and has become 
more common in developing countries in Southeast Asia [1]. 
Minimal invasive interventions under image guidance such as 
Radiofrequency ablation (RFA) and Cryoablation are typical 
for liver cancer treatments [1,2]. In an RFA procedure, an 
applicator (needle) is inserted into the tumor and destroys it by 
locally heating the tissues around the tip of the applicator, 
while in a Cryoablation procedure, the destruction of the 
tissues is performed in a locally freezing process using a 
cryoprobe. During these procedures using a CT imaging 
modality, both pre-operative images (diagnostic) and intra-
operative images (interventional) are used to aid radiologists to 
localize the tumors, to guide them in placing the applicator 
[1,4].Contrast agent use in CT is preferably limited because its 
use may cause harm to the kidneys. Also, contrast agent can be 
used only once during a CT acquisition but is readily excreted 
by the kidneys. Absence of contrast agent on the other hand 
results in poor visualization of the liver tumors and the liver 
vessels in the intra-operative CT images. Therefore 
interventional radiologist mentally maps the position of the 
tumors and the vessels from the pre-operative image to the 

intra-operative images, which is inconvenient. Mental mapping 
may not be sufficiently accurate, because the liver changes its 
size and shape between the pre-operative section and the intra-
operative section due to differences in patient pose and 
respiration. 

Image registration is a powerful technique which may 
improve image guidance in the interventions, and could be a 
potential assistance or substitution for the mental mapping 
method [4,9]. In image registration, the pre-operative image 
non-rigidly deforms to match the intra-operative image. 
Subsequently, information of the liver tumors and the vessels 
in the pre-operative image can be transferred to the intra-
operative image; hence, this helps the radiologist to obtain a 
better localization of the tumors and the vessels during the 
interventions. 

There have been several image registration methods 
published in literature designed specifically for liver 
interventions. Elhawary et al. [1] proposed a non-rigid 
registration method using a B-spline based non-rigid 
transformation model to align diagnostic MRI image to intra-
operative CT image. Archip et al. [2] introduced a finite 
element based method (FEM) to align diagnostic MRI images 
to intra-operative CT images of the liver for RFA. Wang et al. 
[9] described a registration method based on a biomechanical 
model for liver CT image. Our previous studies [4,5] used B-
spline modelling to register liver CT images for liver RFA 
interventions. 

Registration between contrast-enhanced CT images and 
non-contrast enhanced CT images may result in poor 
performance because a lack of corresponding information 
between the two images [6]. To the best of our knowledge, 
there has been no study investigating the impact of contrast 
enhancement features on registration of the liver CT images. 
As an extension of our previous study, this paper focuses on 
the evaluation of the impact of liver features, i.e. liver tumors 
and liver vessels, on image registration of the CT images 
acquired during minimally invasive liver interventions. In 
addition, we propose a registration approach to deal with the 
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problem caused by the lacking of the visibility of 
corresponding liver tumor and vessel features in the de-
enhanced CT image (dCECT). 

II. METHOD 

In this section, we describe the methods to investigate the 
impact of the anatomic features on image registration. We first 
virtually remove the effect of contrast agent, which enhance 
the liver vessels and the liver tumors, from the intra-operative 
CT image (iCECT) using contrast de-enhancement 
methodintroduced in [6]. Secondly, we quantitatively evaluate 
two registration approaches: (1) registration CE_N  between 
dCECT image and iCECT image; and (2) registration DE_N 
between the dCECT image and the iDECT image. The main 
difference in the two registrations is that both the dCECT 
image and the iCECT image are contrast-enhanced images in 
the portal-venous phase, while the iDECT image in the 
registration DE_N is the virtually de-enhanced CECT image. 
To this end, we describe aregistration approach, called DE_R, 
for the dCECT- iDECT image registration using an additional 
rigidity term. 

A. Image registration and impact of the contrast enhanced 
features  

Image registration is a method which transforms a moving 
image ��(�) to match a targetimage  ��(�) [4,7-9]. 
Mathematically, it is an optimization process which finds the 
best transformation �(�) = � + �(�) that relates the two 
images such that the transformed moving image ��(�(�)) 
spatially matches the target image ��(�) at every position of�, 
where a similarity metric �( ��(�),  ��(�(�))) is used to 
quantify the quality of the match. In our study, we use the pre-
operative image (dCECT) as the moving image and 
iCECT/iDECT image as the target image, and mutual 
information (MI) as the similarity metric for the registration. 

The registration accuracy can be quantitatively evaluated 
using target registration error measurement (TRE) [4,7]. We 
use 8-15 pairs of landmark, manually annotated by a 
radiologist, at bifurcations of the liver vessels for the 
evaluation stage. Subsequently, TRE of the registration 
characterized by transformation T is computed by the 
following equation: 

��� =
�

�
(∑ |�� − �(��)|�

��� )  (1) 

where � is the number of pair of landmarks, and ��, �� denote 
landmark location in the dCECT and iCECT images 
correspondingly; and T is the transformation of the 
registrations. 

By comparing TRE of the registration of the dCECT 
images to the iCECT images versus that of the registration of 
the dCECT images to the iDECT images, we can verify the 
impact of the contrast-enhancement on the registration method. 

B. Image registration with rigidity 

Our hypothesis is that the registration of the dCECT images 
to the iDECT images has worse performance than the 
registration of the dCECT images to the iDECT images due to 
the absence of the corresponding features in the iDECT image. 

As a result, the deformation inside the liver, e.g. at tumor 
regions and vessel regions may not reliable. Therefore, we use 
rigidity term [5,8]. This additional term restricts the 
deformation inside these regions; meanwhile it does not affect 
global non-rigid deformation of the moving image [8], thereby 
potentially improving the registration accuracy.  

First, we segment the liver tumors and the liver vessels 
using the method proposed by Luu [10]. The liver tumor and 
liver vessel segmentations are used as a mask in dCECT image 
where deformation is locally restricted. Mathematically, the 
cost function of the registration can be written as: 

�(�; ��, ��) = −��(�; ��, ��) + α�(�; ��) +  ��(�)(2) 

where ��(�; ��, ��)is mutual information between the moving 
image and the target image;  �(�; ��) is the rigidity term; 
�(�) is the bending energy term; α and � are weights to 
balance both terms. 

 We also evaluate the accuracy of the registration using the 
rigidity term by using mean of squared difference measurement 
(MSD). The registration result of dCECT and iCECT images, 
i.e. the transformed dCECT image, is used as a reference 
(��(�)). The liver vessel segmentation and/or the tumor 
segmentation in the dCECT images are utilized as the region of 
interest to compute MSD of the output image of the registration 
with the reference image. The MSD measurements can be 
formulated as: 

��� =
�

�
�∑ ( ��(��) −  ����(��)� )��

��� � (3) 

where m  is the total number of voxels inside the liver tumor 
and liver vessel segmentations of iCECT image;  ��(��) 
denotes intensity value of the voxel �� in the reference 
image(inside the segmentations); and  ����(��)� denotes 
intensity value of the voxel �� in the transformed moving 
image with transformation �(�) characterizing for either the 
DE_N or  the DE_R registration. 

III. EXPERIMENTS AND RESULTS 

A. Data 

We randomly selected 11 anonymized, portal-venous CT 
liver datasets of patients that underwent ablation therapy for 
liver tumors. The datasets were acquired on a Siemens CT 
Scanner in the Erasmus MC, University Medical Center 
Rotterdam. 

The CT image resolution is 0.56 - 0.89 mm with slice 
spacing is 2.5-3 mm. The images were converted to mhd 
format with voxel intensity of the dataset ranging from 0 to 
4096. 

B. Registration framework 

We used Elastix, an image registration framework, to 
perform the registration algorithms [7]. The parameter settings 
were chosen as in [5]. In this study, a manual annotated liver 
mask was used as region of interest for the liver registration 
[4,5]. All of the annotations and evaluations and visualization 
were performed by using Mevislab. The registrations and 
segmentations were performed using a 64 bit Window 7 PC 
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equipped with Intel Xeon quad-core 2.66 GHz and 16GB 
RAM.  

 

Fig. 1. Example of a registration result between adCECT imageand aniDECT 
image. (A) is the dCECT image with the liver tumor and liver vessel 
segmentation. (B) theiCECT image. (C) theiDECT image. (D) checkerboard 
view of the transformed dCECT image and theiDECT image. 

 

 

Fig. 2. Illustration of the difference at the tumors and the vessel regions by 
different registration methods: (A) aniCECT image overlayed with the tumor 
segmentation and the vessel segmentation; (B) the DE_R registration with the 
rigidity term; (C) is the DE_N registration; (D) is the CE_N registration. The 
arrows point out the tumor regions where the overlaps of the same tumor are 
different. 

Figure 1 is an example of the registration using the rigidity 
term and Figure 2 is an illustration of the differences in 
performance at the tumor and vessel regions of the registration 
results. 

C. Evaluation of registration result 

1) Evaluation using TRE  
The evaluation results for the registration methods 

mentioned in section II using TRE are illustrated in figure 3. 
The median values of TRE of the registrations using the iCECT 
image (CE_N), the iDECT image (DE_N) and the iDECT with 
rigidity term (DE_R) are 4.3 ± 2.5 mm, 5.7 ± 3.7 mm and 5.1 ± 

3.07 mm respectively. Moreover, we performed paired T-test 
of the TRE results of the registrations using the iCECT image, 
the iDECT image and the iDECT with the rigidity term. The 
results are 0.0027, 0.178, and 0.001 suggesting that the TRE 
results of the registration using iCECT images is statistically 
significantly better than the registration using the iDECT 
images, and iDECT images with rigidity term, while the TRE 
results of the registrations using the iDECT images and using 
the dCECT images are not statistically significantly different. 

 

 

Fig. 3. Evaluation of the registration approaches using TRE. 

2) Evaluation using MSD  
Figure 4 illustrates evaluation result of the registration 

methods mentioned in section II using the MSD metric. The 
DE_N and DE_R registration methods have a mean of MSD of 
23.75 ± 7.1 and 21.95 ± 7.2 respectively. A paired T-test 
comparing the two MSD results in p=0.012, implying that the 
difference inside the vessels and/or tumor regions is 
statistically significant.  

 

Fig. 4. Boxplot of MSD evaluation of the DE_N registration approach and 
the DE_R registration approach. 

Table I contains the computational time for each 
registration strategy and the liver vessel segmentation 
processing time. The DE_R registration method requires 
additional liver vessel segmentation; its total computational 
time is approximately 20 minutes on average while the 
computational times of the CE_N and DE_N methods are 
approximately 2 minutes. 

TABLE I.  COMPUTATIONAL TIME 

Method 
Mean 
(sec) 

Std (sec) 

CE_N registration 126 29 

DE_N registration 132 31 

DE_R registration 925 112 
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Method 
Mean 
(sec) 

Std (sec) 

Liver vessel segmenation 142 63 

 

IV. DISCUSSION AND CONCLUSION 

In this study, we evaluated the impact of the contrast-
enhancement in liver CT imaging, used for image guidance in 
liver cancer interventions. We compared results of the 
registration between pre-operative image and intra-operative 
images, and its de-enhanced version where the effect of the 
contrast agent was removed. Subsequently, a registration 
approach with rigidity inside liver vessels and liver tumors was 
evaluated.  

In section III.C.1, we found the median TRE values of the 
registrations CE_N, DE_N, DE_R are 4.3 ± 2.5 mm, 5.7 ± 2.9 
mm and 5.1 ± 3.1 mm, respectively. Those are similar to the 
previous studies using a different dataset, i.e. a mean 
corresponding distance of 5.3 mm. Note that the slice spacing 
of the CT images is 2.5-3 mm. In addition, a result from our 
previous study showed that the intra-observer test for in-plane 
annotation error is around 1 mm [5]. Those errors account to 
some extent for the registration error in the evaluation stage. 
Using the T-test, the TRE value of the CE_N registration is 
statistically significantly different from the TRE values of the 
DE_N, DE_R registrations suggesting that contrast 
enhancement features, i.e. the liver vessels and liver tumors, 
are important factors to the registration. Thus, registration 
using unenhanced CT image may perform differently and this 
should be taken into account in future research. 

The TRE values of the registration DE_N and DE_R are 
not statistically significantly different. We may conclude that 
the registration using rigidity term does not improve the 
accuracy at liver vessel bifurcations. We note that the rigidity 
term mainly affects the registration inside the liver tumors and 
liver vessels, thus it may not improve the registration in other 
regions. 

From the MSD T-test in section III.C.2, we draw a 
conclusion that, in the region of interest, the output of the 
registration using the rigidity term has better similarity to the 
reference image inside the liver tumor and the liver vessels. 
Moreover, this conclusion also can be appreciated from Figure 
2. Obviously, the liver tumor in the transformed pre-operative 
image by using transformation from the DE_R registration has 
better matching to those in the transformed pre-operative image 
using them from the DE_N registration. The reference image, 
i.e. the transformed pre-operative image using transformation 
from the CE_N registration, has the best visual matching with 
iCECT images. We note that the tumor in the pre-operative 
images and intra-operative images may be different in size 
because the intra-operative images are acquired 3 – 10 weeks 
after the diagnostic pre-operative images. As a result, the liver 
tumor may have grown and changed in appearance. 

A limitation of the registration method using a rigidity term 
is its time consumption (approximately 20 minutes). However, 
in the near future, computation enhancing hardware (graphical 

processing units) could be a potential solution which enables 
the use of the registration method in the interventions. 

There are some limitations in our study. First, the number 
of data involved in this study is small. A limited number may 
cause bias in evaluation. However, based on the similarity to 
the registration results of other previous studies, we suppose 
that the data are representative for the evaluations. Second, the 
experiment was carried out on a single registration framework. 
Nevertheless, other intensity-based registration frameworks 
using mutual information may perform similarly to what 
experimented in our study. 

In conclusion, we presented a study on the impact of 
contrast enhancement on image registration using CT images 
of the liver. The liver tumor and liver vessel regions have 
essential roles in the registration. Additionally, the registration 
between the contrast enhanced CT image and the de-enhanced 
CT image of the liver acquired during minimally invasive 
interventions can be improved by using the registration with a 
rigidity term. This registration method has the potential to 
improve tumor targeting and treatment outcome. 
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Fig. 1. Manually operated cell microinjection system 
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Abstract— A cell microinjection system is a widely used tool 
in the domain of cell biology and it allows us to deliver a specific 
amount of substance into a cell using a fine tipped needle (or a 
microinjection pipette) under the observation of a microscope. 
Cell microinjection systems are widely used for delivering drugs 
to a single cell for the treatment of diseases, like Cancer, 
Alzheimer’s, Sickle cell anemia and Cystic fibrosis etc., 
developing organs, like heart, lungs and kidney, and in-vitro 
fertilization. This paper surveys the state-of-the-art 
microinjection techniques and cell microinjections systems and 
proposes an electronic design for the semi-automated micro cell 
injection system, which works on the principle of capillary 
pressure microinjection (CPM). The distinguishing feature of the 
proposed system is its low cost without compromising on the 
accuracy or movement precision.   

Keywords— Micro Cell Injection; Capillary Pressure 
Microinjection; Micro Manipulation; Robotic Micromanipulation. 

I. INTRODUCTION 

Cell Microinjection is a process in which a fine tipped 
needle (microinjection pipette) is inserted inside a cell to 
deliver a clearly predefined amount of substance. The 
substance is injected into the desired cell by holding it with the 
help of holding pipettes. Once the substance is injected, the 
injection pipette is removed from the cell. During the entire 
process the movements of holding the cell and microinjection 
pipettes are controlled by a micromanipulator, which is 
visually observed under a specialized microscope. The entire 
procedure is carried out with the help of a cell microinjection 
system. 

A cell microinjection system is a widely used tool in the 
domain of cell biology and it allows us to deliver a specific 
amount of substance into a cell using a fine tipped needle (or a 
microinjection pipette) under the observation of a microscope. 
Cell microinjection systems are widely used for delivering 
drugs to a single cell for the treatment of diseases, like Cancer, 
Alzheimer’s, Sickle cell anemia and Cystic fibrosis etc., 
developing organs, like heart, lungs and kidney, and in-vitro 
fertilization (commonly known as test tube babies).  

Cell microinjection systems can be broadly classified in 
three categories: manual, semi-automated and full automated. 
Manual Microinjection systems, depicted in Figure 1, are the 
ones in which the operator performs cell microinjection 
manually with the assistance of several mechanical knobs. The 
position of the cell holding and injection / suction pipettes can 
be adjusted by rotating the mechanical knobs.  Cell 
microinjection is a very delicate process and operators need 
several years of training to become proficient in performing 
microinjection. Despite such rigorous training, the success rate 
of manual microinjection is very low [2]. Operators need to 
spend hours in front of microscopes in uncomfortable 
positions to perform microinjection procedures manually. The 
main limitations of manual microinjection systems include 
low efficiency and poor reproducibility, which is a result of 

the fact that a slight vibration in human hands may cause 
undesired movements and wobbly effect during the procedure. 

Semi-Automated Micromanipulator cell injection 
procedure is carried out using a micromanipulator controller a 
kind of joystick and an interactive graphical user interface 
(GUI) where the operator can see the real-time video on a 
computer screen as shown in Figure 2. Semi-automation is 
achieved through treating cell microinjection process as a 
computer game. The operator interacts with the system 
through a visual feedback device, such as monitor, and a 
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Fig. 2. Semi-Automated Micromanipulator Cell Injection System Block 
Diagram 

micromanipulator controller as a controlling device. 
Customized micromanipulator controller is designed as an 
input device for all motion commands that allows the operator 
to control the fine movements of the injection pipette through 
precise motorized control system. The wobbly effect in human 
hands can be overcome by deploying dedicated filters.  The 
GUI allows the user to perform the microinjection with ease 
by just watching the monitor screen. It converts a tedious and 
exhausting manual microinjection task into a computer game. 
The interactive GUI for microinjection puts the operator in 
front of a computer screen instead of microscope and this new 

position and operating environment is much more comfortable 
and user friendly. Semi-Automated system provides higher 
accuracy, which enables the operator to work in delicate 
narrow spaces with high precision. 

In order to eliminate the errors made by humans and to 
perform cell microinjections more quickly and reliably, fully 
autonomous microinjection systems have also been recently 
proposed [3]. It starts with the acquisition of a real-time video 
from a Charge Couple Device (CCD) camera, which is then 
ripped off into multiple frames. The colored image is 
transformed to gray for enhanced image identification process. 
The Digital Image Processing (DIP) algorithms automatically 
identify the location and keep the track of cell nucleolus, 
injection and holding pipette from the grabbed frame. This 
DIP algorithm uses a state-of-the-art method for tracking 
pipette and cells in real time. Cells are then segmented using 
well-known image processing techniques. These accurate 
position coordinates are fed to a motion control algorithm, 
which decides the most optimum path to perform cell 
microinjection procedure without the direct involvement of 
human. However, most of these systems are still in the 
development stage and the ones that are developed do need 
some sort of human intervention. 

In this paper, we provide a comprehensive tutorial and 
survey about the existing technologies used in the 
development of cell microinjection systems. The intent is to 
provide a comprehensive overview of the domain to facilitate 
further research and development in this multidisciplinary area 

of research, involving mechanical, electrical and software 
engineering and biological sciences. To the best of our 
knowledge, there is no review of microinjection systems 
available in the literature. 

The rest of the paper is organized as follows: We present 
various microinjection techniques in Section II. This is 
followed by a comprehensive literature survey of existing cell 
microinjection systems in Section III. Based on our literature 
survey, we propose an electronic design for a cost-effective 
and accurate semi-automatic cell injection system in Section 
IV. Finally, we conclude the paper in Section V. 

II. MICROINJECTOR CONTROLLER 

There are different types of microinjection techniques that 
are currently in use in various microinjection systems. The 
methods of delivery are based on different properties, such as 
chemical, optical, electrical and mechanical etc.  

A. Chemical Based Systems 
Chemically automated micro injector is an autonomous a 

micro fluidic device that does not need external electrical 
signals. It usually consists of chemically actuated micro 
injectors and micro fluidic networks. In some cases, the 
operation of the micro injectors depends on the change of 
volume of the oxygen bubbles produced by the hydrogen 
peroxide decomposition. 

B. Optical Based Systems 
Optical micro-injector is an ultrasonic actuator of silicon-

nitride micro injectors. The injectors are longitudinally 
vibrated with tip velocities controllable by actuation frequency 
and voltage using piezoelectric actuators. Electro mechanical 
system (MEMS) based force sensors are used to measure the 
forces. 

C. Electrical Based Systems 
Electrical micro injectors, also called piezoelectric micro 

injectors, are controlled by electric current. So the voltage 
given will determine the force with which the injector is able 
to inject into a cell or pull out of a cell, without damaging the 
cell or causing cell death. Another type of electrically 
controlled method for injection is the cytoplasmic delivery 
method, which is unique as it manipulates transgenes using 
electrical forces. MEMS based devices use electrostatic charge 
to physically pick up transgenes and place them in the 
cytoplasm. From there, they are propelled and electroporated 
into the pronuclei by electrical pulses [13]. 

D. Mechanical Based Systems 
Capillary pressure microinjection (CPM) allows 

penetrating a thin micro capillary on a cell membrane and thus 
delivering the filing liquid from the capillary to the cell. It is 
the most suitable technique that allows the injection of a large 
number of molecules [7]. Manually operated CPM is error 
prone and thus have a poor efficiency, and is susceptible to 
contamination [10]. It also comes with a risk of contamination 
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Fig. 3. Semi Automated Micro Cell Injection System 

due to the involvement of human operators during the 
microinjection process [15]. 

III. STATE-OF-THE-ART 

Microinjections have been used since early 1900s to 
facilitate micro manipulation of single cells [16] and 
suspended cells [4]. This mechanical technique has enabled 
massive advancements in the field of genetic engineering and 
transgenic. By far this technology has made possible the 
delivery of proteins, cDNA constructs, peptides, drugs and 
particles into transfection-challenged cells. Direct-pressure 
microinjection is an important tool for introducing a range of 
substances into the cytoplasm or nucleus of a cell. This 
procedure remains the most direct method to gain insights into 
the dynamics and functions of intracellular components, to 
produce transgenic organisms, or to overcome infertility and 
other such problems. Microinjection technique has been used 
for transgenic animal production, in vitro fertilization and 
RNA interference [16]. In 2007, this technique was used to 
inject a batch culture of embryo of zebra fish  [10]. 
Blastocysts stem cell therapy was also enabled by designing a 
semi-automated microinjection system [11]. Manipulation of 
blastocyst had been used to create knocked-out or gene 
targeted-mice, which had genetically altered embryonic stem 
(ES) cells microinjected during the blastocyst stage into early 
embryo [12] introduced xanthine dehydrogenase gene of 
Drosophila into parental element along with an intact helper 
P-element which was microinjected into embryo deficient for 
this gene. Such embryos were used to develop flies with rosy 
colored eyes than mosaic eyes as in the first parental 
generation. Microinjection of Xhenopus oocytes had also been 
made possible and rendered easier because of the large size of 
oocytes [14]. 

Recently a fully automated cell injection has been 
developed [1]. This system provides an automated 
methodology for in vitro cell injection using robotic systems 
and image processing by assembling commercially available 
micromanipulation systems and a GUI build in Open CV and 
C++. In this system, cells have been identified with the help of 
bright-field microscopy without using chemical markers. Use 
of Eppendorf FemtoJet micro injector and actuators make this 
system highly non-customizable and expensive. Similarly, an 
in-house microinjection system has been reported in [17] just 
to rotate a batch of oocyte to desired orientation. Using this 
system, the mechanical trajectory (MT) has been used for 
Injection Micropipette (IM) to calculate minimum exerted 
force for cell manipulation. This system helps scientists to 
orient batch of oocytes without any mechanical deformation 
and accuracy. But this system cannot perform injection or 
extraction from a single cell. Another microinjection system 
has been reported in [9] for studying the mechanical behavior 
of cells. This system has been assembled using commercial 
actuators and injectors that make it a bit unattractive based on 
the “ease of manufacturing” and cost point of view. 

There are various other components of a microinjection 
system including an inverted light microscope, 
micromanipulator, micropipette holder, gas pressure regulator, 
micropipette puller, glass capillary tubing, micrometer syringe 
and vibration isolation table [5]. More elaborate systems can 
be assembled according to the experimental needs of the 
investigator, e.g., specimen incubator, CCD (charge-coupled 
device) camera, digital image processing software and 
computer. 

IV. PROPOSED MICRO INJECTION SYSTEM 

The biggest limitation of existing microinjection systems, 
in terms of using them in a developing nation like Pakistan, is 
their huge costs. The purchase of these systems not only 
requires a significant amount of foreign exchange upfront but 
also a hefty after sales support cost. Just a disposable needle 
can cost as much as $1000, while the whole system could cost 
somewhere close to $100,000. This constraint disallows the 
scientists of developing nations to compete with the rest of the 
world and to test their locally manufactured synthesized drugs 
on cellular cultures. The system, proposed in this paper, is 
expected to cost around $5000 and due to the local design and 
manufacturing the aftersales support would cost a fraction of 
the cost in the case of imported solutions. 

A semi-automated micro-injection has two main 
components; a cell holding pipette, and a cell injection/suction 
micropipette. The cell injection/suction micropipette is used to 
deliver contents into the cell or sub-cellular compartment and 
the needle is removed. The whole procedure is performed 
under a micromanipulator setup. The semi-automated system 
requires high efficiency and experience to obtain desirable 
results  [8]. However, even all the training and experience did 
not produce desired results and the survival rates of 
microinjected cells were often found to be ranging from 40% 
and 70% [6]. Therefore, while minimizing the cost, another 
major objective of the system is to improve on the accuracy 
and precision of the system.  

A mechanical setup has been designed, as shown in Figure 
3, for the Semi-Automated micro cell injection. Two sets of 
micromanipulators have been placed on both sides of the 
OPTIKA IM-2 microscope for the injection and holding 
purposes. 

The position coordinates of a cell holding and a cell 
injection/suction pipette micromanipulators are governed by 
the Micromanipulator Controller whereas the pressure of the 
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Fig. 5. Micromanipulator System Block Diagram 

 
Fig. 4. Overview of Controlling Devices of Micromanipulation and 
Microinjection. (a) Micromanipulator Controller (b) Microinjector 
Controller 

 
Fig. 6. Micromanipulator and Microinjector Controllers Circuit Boards 

cell holding and cell injection/suction pipettes are managed by 
the Microinjector Controller. The operator controls the 
controllers by observing the microscope view on the monitor.  

The primary task of the Mechanical Interface is to track the 
movements made by an operator’s hand and to transfer this 
data to the Micromanipulator and Microinjector with high 
precision. The purpose of developing customized 
Micromanipulator Controller and Microinjector Controller is 
to facilitate the operator in performing the entire procedure. 
The two input mechanical interface devices 
“Micromanipulator Controller” and “Microinjector 
Controller” are depicted in Figures 4a and 4b, respectively. 

The electrical design related aspects of the proposed 
system are discussed in following sections. The system 
primarily comprises of Micromanipulator Controller Interface, 
Micromanipulator Controller Interface Unit, Communication 
Link, Micromanipulator Drive Unit and Micromanipulator as 
shown in Figure 5.  

A. Micromanipulator Controller Interface 
The Micromanipulator Controller Interface consist of three 

rotary knobs, one LCD and seven buttons. The rotary knobs 

are directly coupled to position sensing sensors. The optical 
encoders precisely track the hand movement. The buttons and 

LCD allows the operator to adjust the operating parameters 
according to the operating conditions. 

B. Micromanipulator Controller Interface Unit 
The micromanipulator controller interface unit mainly 

comprises of five key components. The noise suppressor filter 
is fundamentally a passive low pass filter that eliminates any 
high frequency noise contents caused by the switching of 
inductive electrical loads. The dedicated quadrature decoding 
chip decodes the optical encoders position signals and feeds it 
to the microcontroller for further computation. The 
microcontrollers are configured in master-slave topology and 
are responsible for performing all the key tasks, i.e., reading 
the knobs position, performing all the computations, 
displaying the position coordinates on LCD, converting the 
data according to the customized protocol and transmitting it 
to the Micromanipulator Drive Unit. The RS-485 transceiver 
converts the TTL signal into a differential signal. The de-
bouncing circuit discards any false signals generated due to 
the mechanical contacts of the switch. The input devices 
fabricated circuit boards are depicted in Figure 6.  

C. Communication Link and Customized Protocol 
The RS-485 bus standard communication is selected for 

our system because of its wide acceptance in industrial and 
instrumentation applications. The differential transmission 
ability of RS-485 makes it noise immune, compatible for long 
distance communication and ensures a reliable link. The half-
duplex communication mode is pertained because most of the 
data flows from the controllers to the manipulators. The data 
transmission baud rate of 230.4kb/s is selected and to transmit 
one character serially 10 bits (start 1 bit + data 8 bit + stop 1 
bit) are required. The maximum character transmission 
frequency can be calculated as 23040 characters per second 
with the baud rate of 230.4kb/s.  

D. Micromanipulator Drive Unit: 
The main task of the Micromanipulator Drive Unit (MDU) 

is to drive the micromanipulator actuators in a controlled 
manner. It gets the position coordinate commands from the 
micromanipulator controller then translates the RS-485 bus 
communication standard to TTL UART and feeds it to the 
microcontroller. The microcontroller extracts the position 
information and computes the stepper motor drive signals by 
applying the position control algorithm. The proximity sensors 
mounted on each axis of micromanipulator sends the data to 
microcontroller through the noise filter and de-bouncing 
circuit. Finally, the stepper motor driver drives the stepper 
motor. The stepper motor drive is configured in 1/16 micro 
stepping modes. The motor can complete one revolution in 16 
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Fig. 7. Micromanipulator Drive Unit PCB Artwork and Fabricated PCB 

x 200 = 3200 steps with a resolution of 3600 / 3200 = 0.1125 
degrees / step. The MDU PCB artwork and fabricated circuit 
board is depicted in Figure 7.  

MCI system comprises of 8 independent Micromanipulator 
Drive Units, out of which 3 MDUs are dedicated for cell 
holding pipette micromanipulator, 3 MDUs are devoted for 
cell injection/suction pipette micromanipulator and remaining 
2 MDUs are committed for holding pipette and 
injection/suction pipette pressure generation. Each MDU 
represents a degree of freedom (DoF) of the 
micromanipulator. All Micromanipulator Drive Units are 
replica copy of each other. They are tuned independently as all 
of them performs different task. 

E. Micromanipulator: 
The micromanipulators are the mechanical components 

with the help of which cell injection procedures are 
performed. In each micromanipulator there are three motors 
and six limit switches, i.e. one motor and two limit switches 
for each axis. The motors play a significant role in accurately 
maneuvering the micromanipulator platform and the 
microinjection pipette with high accuracy. For precise 
movements, we have selected fine motion stepper motors to 
drive the actuation mechanism. The limit switches inform the 
MDU when certain axis reaches its maximum limit. The 
motors are directly coupled to the lead screw based 
mechanical mechanism. The pitch of the lead screw is chosen 
as 1mm, i.e., it can travel a distance of 1mm in one complete 
revolution. The resolution of the micromanipulator platform is 
1mm / 3200 = 0.3125µm ≈ 0.5µm per step. The maximum 
speed of the motor can be calculated as 23040 steps per 
second with the transmission baud rate of 230.4 kb/s, i.e., 
23040 / 3200 = 7.2 revolutions / second = 432 RPM or 2592 
degree per second. The maximum speed of the linear stage is 
7.2 x 1mm = 7.2mm per second = 7200µm per second. 

V. CONCLUSIONS 

Cell microinjection systems are widely used to conduct cell 
biology experiments. In this paper, we present a 
comprehensive overview of a cell microinjection system and 
its underlying technologies and kinds. This information can 
play a vital role in the design of next generation cell 
microinjection systems as, to the best of our knowledge, no 
system level design specifications for a cell microinjection 
system exists in the literature. Moreover, we have proposed an 
electronic design of a semi-automatic cell microinjection 
system in this paper. The simple and robust mechanisms, the 
usage of locally available hardware components and in-house 

fabrication of customized micromanipulators has contributed 
towards the reduction of the overall cost of the proposed 
system and without compromising on the accuracy and 
precision. We are currently manufacturing the mechanical 
components of a semi-automated system to be able to test the 
proposed electronic design in the real-world setting. 
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Abstract—With the development of the fifth generation
(5G) wireless systems, the mobile medical will face a profound
change. Pattern division multiple access (PDMA) is a novel
non-orthogonal multiple access scheme proposed to increase
throughput and the number of connections by combining the
design of transmitters and receivers. In this paper, we propose
a resource allocation scheme to achieve the trade-off between
rate and energy. In our system model, we also exploited
energy harvesting to optimize the efficiency of the entire
system, although this make it harder to solve the problem.
To figure out the problem, an iterative algorithm based on
optimized power allocation and the pattern matrix is proposed
to improve the performance of downlink PDMA networks.
Simulation results show that the proposed algorithm needs
less total transmitting power when reaching the same rate
and energy value.
Index Terms—pattern division multiple access (PDMA),

medical communication, energy harvesting, pattern matrix.

I. INTRODUCTION

The fifth generation (5G) wireless syetems is the next
step in the development of mobile communications and is
expected to be implemented by 2020. The goal of 5G is to
provide connectivity for any type of device and any type of
application that may benefit from the connection, including
mobile connections for various objects in both humans and
user environments[1]. In order to improve spectral efficien-
cy and peak data rate, four generations of mobile com-
munication systems have been designed. It is foreseeable
that other standards such as energy efficiency or radiation
exposure will also play an very important role in the design
of such communication systems. Computer technology,
modern devices and ICTs bring e-health to healthcare
solutions, and the integration of portable devices, medical
sensors and mobile computing in a healthy environment
makes mobile healthcare a mobile health space. Mobile
healthcare (M-health) is a model of combined healthcare
and the latest in wireless communication technology, a
constantly evolving paradigm.[2]. Since the introduction of
mobile broadband networks, many mobile health scenarios

have been successfully deployed around the world to meet
the vision of popularizing connected healthcare anytime,
anywhere[3]. It is well known that the development of
fourth generation (4G) wireless systems will have a sig-
nificant impact on future m-health applications that require
medical diagnostic quality with high transmission rates and
high reliability[4]. It is foreseeable that in the realization of
5G, electronic health will face greater changes. By 2020,
when the 5G is implemented, the number of devices can
reach tens or even hundreds of billions. In order to be able
to achieve this connectivity, high data rates, low latency,
and very high device densities must be met. The 5G should
include an innovative set of technologies that are directed
through the introduction of the telemedicine IoT and the
latest developments or improvements in the biomedical are-
na Fifth Generation Health Care Applications and Services
Paradigm. In order to give full play to the advantages of
Content-Centric Networking (CCN),[5] proposed a WBG
5GCCN architecture based on the Internet of Things. This
5G-CCN framework provides the right conditions for e-
Health communications, with regard to how low-cost, low-
power devices can improve the quality of life of people
with chronic or emergency problems. Increased security
with the concept of digital signatures that protect the pri-
vacy of patient medical data. The Internet of Things using
various sensors and smart medical devices can be used, for
example, for tele-auscultation, remote health monitoring,
remote diagnostics and possible treatments, and geriatric
care. Medical Internet of Things (IMedT) refers to the
Internet of Things (IoT) specifically used in health field[6].
IMedT is expected to reduce consulting and transportation
costs and narrow the gap among those living in isolated
areas where physicians are not working. 5G Healthnet
is a cloud framework for storing medical records that is
encrypted with a two-key algorithm and wirelessly autho-
rized for access. If the patient has been monitoring and
diagnosis, you can save a lot of life in time. Therefore, the
integration of 5G with WBSNs may be the best solution for
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Fig. 1. the system model of downlink PDMA.

telemedicine applications[7]. The evolution of 5G networks
is a key part of the rapid spread of M2M communications
and the Internet of Things (IoT). The future of 5G can
play an important role in improving the medical experience,
including remote monitoring of health data, robotic-assisted
remote surgery and the management of hospital assets.
As a key technology of 5G, pattern division multiple

access (PDMA) technology can greatly improve the per-
formance of wireless system, but also can communicate
with multiple users in the same frequency band[8]. 5G
technology has the following key features, including very
low latency, long battery life, security, bandwidth scalabil-
ity, network capacity and a large number of devices. All
of these capabilities make 5G technology a more useful
method of real-time health monitoring. This paper presents
a scheme to achieve the rate and energy balance in a
PDMA system. Compared with other schemes, the same
transmission information can be used to lower the power
and reduce the radiation. The rest of this article is organized
as follows. In section II, we introduce the proposed system
model of tradeoff between rate and energy. In section
III, we propose an iterative search algorithm to solve this
model. In section IV, we made a comparative analysis of
the proposed algorithm. Finally, the conclusion illustrates
the superiority of our proposed algorithm in section V.

II. SYSTEM MODEL AND PROBLEM
FORMULATION

A. System Model
We assume a downlink PDMA system with one base

station(BS), K users, N subcarriers. Each subcarrier trans-
ports L(L < N) non-zero entries at most. The mapping
relationship is determined by the pattern matrix G, where

gk,n = 1 if user k uses the nth subcarrier, otherwise
gk,n=0. In PDMA, due to the sparseness of the PDMA
pattern matrix, multi-user data can be transmitted on the
same subcarrier at the same time. To quantify this process
in detail, we let P = (Pk,n) denote the power allocation
, which the Pk,n represents the transmit power of user k
using the nth subcarrier. Thus, the total transmit power of
the BS is P tot =

∑K
k=1

∑N
n=1 gk,npk,n.

In order to more clearly explain the PDMA system
operation process, we draw a simple model in Figure 1. In
this short paragraph, we will highlight the distinctiveness
of the pattern matrix, which is significantly different from
other multiple-access techniques. Data streams of multiple
users can be multiplexed onto a same subcarrier for non-
orthogonal transmission by different PDMA patterns, and
the PDMA system uses patterns matrix to define a sparse
mapping from data streams to a subcarrier[9]. This pattern
matrix is usually expressed by a binary vector. ”1” in the
vector indicates that the data is mapped to the subcarrier
corresponding to the resource group, G[N,K]

PDMA commonly
used, for convenience, usually abbreviated as G. In order
to understand, we give the process of four user receive data
from base station in the figure. Each user is marked with a
different color. First, the PDMA system gives the resource
allocation strategy according to the preset algorithm, that
is, the power allocation scheme and the pattern matrix.
Then, the user’s data is mapped to the corresponding
subcarriers according to the pattern matrix, and then the
corresponding power is matched according to the power
allocation parameter of each user. At the receiver, each
user receives all the data, and then destroys the signal they
need based on successive interference cancellation. Other
interfering signals can be used for energy harvesting.
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Without loss of generality, we assume that both the base
station and the user equipment have only one antenna, the
PDMA pattern corresponding vectors of each user are g1 =
[1, 1, 1, 1]Tg2 = [1, 1, 1, 0]T g3 = [1, 0, 1, 0]T etc. Then the
data received by user k in the downlink of PDMA system
can be written as follows.

yk = diag(hk)
K∑

k=1

gkxk + nk = diag(hk)Gx+ nk (1)

where hk = [h1,k, h2,k, ..., hN,k]
T represents the channel

response for user k, hn,k represents the channel gain of
user k on the nth resource. nk,n represents the noise power
received by each user. Set Hk = diag(hk)G

[N,K]
PDMA, x =

[x1, x2, ..., xK ]T , (1) can be written as

yk=Hkx+nk, k = 1, 2, ...,K (2)

For power allocation to a designated user, the transmit-
ting power P tot is finally allocated to the corresponding
subcarrier. However, unlike the OFDMA network, the size
of the transmitting power pk,n is determined according to
a given pattern matrix G and power allocation factor αk,n

(0 < αk,n < 1 when gk,n = 1 and αk,n=0 when gk,n = 0
). Without loss of generality, we suppose that the receiver
decodes from user 1 to user K in order. According to
the PDMA downlink system model introduced earlier, the
signal-to-noise ratio (SNR)[10] of user k when using the
nth subcarrier can be expressed as

Γk,n =
αk,npk,nhk,n

σ2
k +

∑K
k′=k+1 αk′,npk,nhk,n

(3)

where σ2
k is the noise power and hk,n is the channel gain

form the BS to user k on subcarrier n.
According to the power allocation method in [11], each

user k can decode his own information from its own
signal, and harvest energy from all the signals it receives.
Therefore, the data rate of user k is

Rk =

n∑
n=1

gk,n

2
log2(1 + ρkΓk,n) (4)

where ρk is the power allocation ratio for information
decoding. Accordingly, the harvested energy of user k is
given by

Ek = ζk(1− ρk)

K∑
k′=1

N∑
n=1

αk,ngk′,npk,nhk,n (5)

where 0 < ζk < 1 repsents the energy conversion
efficiency.

B. Problem Formulation
The weighted rate and energy maximization problem

by considering power allocation P , pattern matrix G, and
power coefficient ρk is formulated as

max
P,G

K∑
k=1

wr
kRk +

K∑
k=1

we
kEk

s.t. C1 : Rk ≥ R
req
k , ∀kC2 : P tot ≤ Pmax

C3 :
K∑

k=1

gk,n ≤ D, ∀n

C4 :
K∑

k=1

αk,n ≤ 1, ∀nC5 : αk,n ∈ [0, 1]

C6 : pn ≥ 0, ∀k, nC7 : 0 ≤ ρk ≤ 1, ∀k

(6)

Where wr
k and we

k are weighted coefficients.
In (6), C1 specifies the rate requirement for each user,

C2 limits the maximum power transmitted by the BS, C3
guarantees that each subcarrier can not be multiplexed
beyond a certain value D, and C4 and C5 together represent
the power allocation among multiple users.

III. DESCRIPTION OF PROPOSED ALGORITHM
In this section, an iterative search algorithm based on

Karush-Kuhn-Tucker (KKT) conditions and Lagrange mul-
tiplier is proposed to solve 6. The algorithm optimizes
the power allocation ratio and resource allocation through
iteration, so that the target value increases continuously
until convergence.

A. Optimization for the Power Allocation Ratio
Give the resource allocation strategy {P,G}, the original

problem (6) can be decomposed into K independent sub-
problems, each of which can be expressed as

maxwr
kRk + we

kEk

s.t. C1 : Rk ≥ R
req
k , ∀k

C7 : 0 ≤ ρk ≤ 1, ∀k
(7)

To learn more about how ρk affects system work, we
analyze the closed expression of each ρk and describe it in
detail later. The optimal power splitting ratio ρk for (7) is
given by

ρ∗k =

⎧⎨
⎩

ρ̄k , if ρ̂k < ρ̄k
ρ̂k , if ρ̄k ≤ ρ̂k ≤ 1
1 , if ρ̂k > 1

(8)

where ρ̄k and ρ̂k are solutions of the following two
equations (which can be tackled by dichotomy).

N∑
n=1

gk,nlog2(1 + ρ̄kΓk,n) = R
req
K (9)

N∑
n=1

wr
kgk,nΓk,n

ln(4)(1 + ρ̂kΓk,n)
= Qk

K∑
k′=1

N∑
n=1

αk,ngk′,npk,nhk,n

(10)
where Qk = we

kζk
Lemma 1 illustrates the user’s state at different values

of ρk. Detailedly, when ρ̂k < ρ̄k, User k requires energy,
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so most of the power is used for energy harvesting, except
for the energy used to meet the minimum requirements.
Nevertheless, in the case of ρ̂k > 1, User k prefers to
obtain a higher data rate, so all the received energy is
used for information decoding. In other cases, the power
partition coefficient should be optimized in order to achieve
a balance between data rate and energy harvest.

B. Optimization for the Resource Allocation

When ρ is confirmed, the model is still a mixed integer
non-convex programming, it is difficult to solve. We define
a new variable C(C = (ck,n) = (gk,npk,n)), so the model
can be transformed into a convex optimization problem.

max
C,G

K∑
k=1

N∑
n=1

wr
k
gk,n

2 log2

(
1 +

ρk

∑
N
n=1

αk,nck,nhk,n

σ2
k
gk,n+

∑
K
k+1

αk′,nck,nhk,n

)

+
K∑

k=1

Qk(1− ρk)
K∑

k′=1

N∑
n=1

αk,nck′,nhk,n

s.t.

C1 :
N∑

n=1

gk,n

2 log2

(
1 +

ρk

∑
N
n=1

αk,nck,nhk,h

σ2
k
gk,n

)
≥ R

req
k , ∀k

C2 :
∑K

k=1

∑N
n=1 gk,npk,n ≤ Pmax

C3 :
K∑

k=1

gk,n ≤ D, ∀nC4 : ck,n ≥ 0, ∀k, n

C5 :
K∑

k=1

αk,n ≤ 1, ∀nC6 : αk,n ∈ [0, 1]

(11)
Although the relaxation-rounding approach usually leads

to sub-optimal solutions, we will show that the optimal (6)
solution to the relaxation constraint can still be obtained
with a given ρ. For (9), we use the dual decomposition
technique to find the optimal resource allocation strategy
{C,G}, and then get {P,G} for (6). In order to reduce
the binary variable and improve the convergence rate, we
construct the partial Lagrangian of (11) given by (12),
where λ = (λ1, ..., λk) and μ correspond to the Lagrange
multipliers of C1 and C2 in (11).

L(C,G, λ, μ) =
K∑

k=1

[wr
kRk + we

kEk + λk(Rk − R
req
k )]

+ μ (Pmax − P tot)
(12)

Since (11) is convex and meet Slater’s condition, The dual
problem of (11) exists the optimal solution when the dual
gap is zero[12]. Thus, we can get the best control strategy
by solving the following dual problems.

min
λ,μ

max
C,G

L (C,G, λ, μ) = min
λ,μ

max
C

max
G

L (C,G, λ, μ)

(13)
With IWF algorithm and KTT conditions, we can obtain

the optimal transmitting power by several iterations with
given {P,G}. The result is given below.

p∗k,n =
(wr

k+λk)/ ln(4)

μ−
∑

K

k′=1

∑
N
n=1

Qk′ (1−ρk′ )αk,nhk′,n

−
σ2
k

ρk

∑
N
n=1

αk,nhk,n

(14)

Substitution the calculated p∗n into (11) and reorganize
it, then we can get a linear programing (LP) for G.

max
G

K∑
k=1

M∑
n=1

vk,ngk,n

s.t.C3, C4, C5

(15)

where vk,n = p∗k,n
∑K

k′=1

∑N
n=1 αk′,nhk′,nQk′(1− ρk′)−

μp∗k,n +
wr

k+λk

2 log 2(1 + ρkΓk,n), ∀k, n is a constant.
In order to solve the external minimization problem

of (13) (also called master dual problem), a sub-gradient
method can be used to update the bivariate and assign it
as

λk(t+ 1) = [λk(t)− θk(t)(Rk(t)−R
req
k )]+ (16)

μ(t+ 1) = [μ(t)− θ0(t)(P
max −Rtot(t))]+ (17)

where θk(t) is adequately small positive step size.
Here, all the variables that need to be solved have been

given. The following briefly describes the solution process.
If the allocated power of user k on the nth subcarrier
Pk,n = 0, then set g

k,n
= 0. Then calculate the maximum

number of users mapped to the subcarriers, that is, the
maximum rank of the pattern matrix. If the condition C3
is not satisfied, take out the corresponding k and n from
the minimum sum of weighted rate and energy, and cancel
the correspondence between the user k and the subcarrier
n, that is, set gk,n = 0. Repeat these processes until the
condition C3 is satisfied. The specific algorithm process as
shown in Algorithm 1.

Algorithm 1 Iterative resource allocation algorithm (I-
RAA).
Initialization:

Set G[N,K]
PDMA = 1

Set L, Lmax = ||G
[N,K]
PDMA||∞

1: while Lmax > D do
2: The optimized power allocation p∗k,m is obtained by

(14)
3: if Pk,n = 0 then
4: αk,n = 0
5: end if
6: Update Lmax = ||G

[N,K]
PDMA||∞

7: if Lmax > D then
8: (k, n) = argmin(wr

kRk + we
kEk)

9: Set αk,n = 0
10: end if
11: According to αk,n update the pattern matrix

G
[N,K]
PDMA

12: Uniformization power allocation factor αk,n

13: end while

IV. SIMULATION RESULTS
In this section, we compare the proposed IRRA scheme

and FTPA with optimized pattern matrix, and FTPA with
random pattern assignment through simulation. Suppose
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users are randomly distributed in a base station area, the
channel fading factor αc = 3.5. In the simulations, wireless
channels are randomly generated and obey Rayleigh fading.
We assume that there are 4 to 10 users mapped to 4

subcarriers, so that the overload factor is between 1 and
2.5, and each subcarrier is allocated to 3 users at most,
that is, D = 3. The total transmitting power P tot range
is from 0 to 100, and the initial power allocation factor
αk,n = 0.5, ∀k, n,and set energy conversion efficiency ζ =
0.5. For the pattern matrix, we set L = 3. Due to the user
experience rate is more important, we set the weight of the
data rate slightly greater than the weight of energy, that is
W r

k = 0.6,W e
k = 0.4. In order to ensure the validity of

the results, we conducted a simulation 5000 times to give
the average simulation graphics.
With IRRA we can get the following optimization pat-

tern matrix, interestingly, the optimal pattern matrix is the
same no matter how many times the simulation is done. We
can see from the following matrix that the PDMA pattern
matrix is sparse and there are no more than three user
data transmitted on each subcarrier. It meets the model
requirements.

G
4,6
PDMA =

⎡
⎢⎢⎣

1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 0 1 0
0 1 1 0 0 1

⎤
⎥⎥⎦

with the optimal pattern matrix, we compare the IRRA
scheme with the FTPA scheme, and also show the perfor-
mance of the IRRA using a random pattern matrix. Specific
simulation results shown in Figure 1.
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Fig. 2. Weighted rate and energy of three different power allocation
scheme and pattern matrix scheme, when N=4,K=6,L=3..

From Fig.1.Compared to the FTPA scheme, we can see
that the proposed IRRA scheme can signally improve the
sum of weighted rate and energy. On the other hand, com-

pared with random pattern matrix, the optimized pattern
matrix provides significant rate and energy gain.

V. CONCLUSION

In this paper, we propose an efficient iterative algorithm
to achieve the trade-off between rate and energy in a
PDMA network enhanced by SWIPT. The proposed IRRA
scheme can not only get each user suboptimal power
partition coefficient, but also get the optimal pattern matrix,
and the pattern matrix maintains a certain sparseness, so
that the decoding of the receiver is not overly complicated.
The simulation results show that, compared with FTPA
and random pattern, the IRRA scheme can significantly
improve the sum of weighted rate and energy.
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Abstract—This research paper proposes a Middleware model 
for a Localization System that may be applied in Healthcare 
environments such as Hospitals or Nursing Homes to track 
staff, patients, visitors and equipment. It investigates literature 
regarding indoor localization methods and limitations to 
determine a suitable algorithm that may be implemented in an 
infrastructure oriented software. The methodology used to build 
and test the software is explained. It then illustrates the concept of 
the Localization Middleware and how it might be used when  
deployed indoor premises, inside such rooms as a hospital 
wards, In terms of the functional responsibilities, it is expected 
to offer an effective implementation of the distance 
measurement algorithm for Received Signal Strength and the 
Linear Least-Squares localization algorithm. The simulations of 
the localization algorithm with the given simulation results 
are looking promising. However, the real-time tests demonstrated 
that the range measurement was insufficiently precise to be 
reliable. Given a more accurate and reliable distance measurement, 
a more precise localization result could be attained.

Keywords— localization; linear least-squares; received signal 
strength; trilateration

I. BACKGROUND

Localization is the means of determining the location of an 
object or person in an environment. This helps ensure that what 
is localized cannot be lost, and can be navigated or navigated 
to, which could be valuable in a busy medical facility such as 
a Hospital or a Clinic. A commonly used example of this is
the use of the Global Positioning System to track the location 
of a vehicle or person in the world. GPS, however, has the 
limitation of being unreliable and insufficiently precise when 
used in an indoor environment.

Hospitals would benefit from a localization system to track
the positions of equipment, patients and personnel within their 
premises. Allow a means for a patient to be recovered if they
wander from their room, or guiding critical personnel such 
as doctors and nurses to places where they are needed could
be valuable in ensuring that the operations of the facility can
be run more efficiently. They may also open up avenues to 
devloping automated systems such as automated stretchers or
hospital beds to navigate through these facilities.

This paper proposes a middleware solution for an Android
mobile device that may be integrated into a tracking system as
described above. The scope of the proposed solution is limited
to providing the location of a tracked Android phone relative
to the position of trusted broadcasting beacons (anchors).

II. LITERATURE OVERVIEW

A. Localization

Localization is the main service to be provided by the mid-
dleware solution. One means of attempting position estimation
is to use trilateration . The distance r from an anchor node may
be represented with a circle around the coordinate position
[xn, yn] is given by the expression below [1]:

(xn − x0)
2 + (yn − y0)

2 − r2
n = 0 (1)

Where n is corresponds to an anchor node. For two-
dimensional localization, three anchor nodes are required. In
ideal circumstances, the object being localized (the mobile
node) will lie in the intersection of all three points, resulting
in the following set of equations [2]:

r2
1 = r2

2 = r2
3 (2)

r2
1 − r2

3 = r2
2 − r2

3 (3)

Due to the imprecise nature of measuring distance in reality, it
is assumed that there will be error that needs to be accounted
by the localization algorithm. One method of doing so will be
to utilise trigonometry to determine the positions where two of
the three circumferences intersect [3]. The coordinates given
by these intersections are averaged to estimate the location of
the mobile node.

Another option is to use a least-squares algorithm to
estimate the position of the node . Although a non-linear
method would have less computational complexity [4], it was
determined that a working linear least-squares approximation
would be far easier to implement whilst still being sufficiently
reliable.

Expanding out the left side expression in (3) will result in
the following:

r2
1 − r2

3 = (x1 − x0)
2 + (y1 − y0)

2 − (x3 − x0)
2 + (y3 − y0)

2 (4)

After further expanding an rearranging this equation will
result in the following:

2x0(x1 − x3) + 2y0(x1 − x3) = r2
1 − r2

3 − x2
1 + x2

3 − y2
1 + y2

3 (5)

Since all terms on the right hand side and the coefficients
of x0 and y0 are known, the result is in the form of a linear
equation Ax+By+C. By applying the same steps to the right
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hand side of equation (3), we get two linear equations that can
be written in the following system:����2x1 − 2x3 2y1 − 2y3

2x2 − 2x3 2y2 − 2y3

���� ����x0
y0

���� = ����r2
1 − r2

3 − x2
1 + x2

3 − y2
1 + y2

3
r2
2 − r2

3 − x2
2 + x2

3 − y2
1 + y2

3

����
(6)

Letting A equal the coefficient matrix and B equivalent to

the right-hand side,
����x0
y0

���� can be solved with linear least squares:

A−1.A.
����x0
y0

���� = A−1.B (7)

B. Distance Ranging

Ranging refers to the measurement of the distance between
the mobile node and the anchor nodes. With bluetooth signals
this may be achieved by deriving the distance by the signal’s
Time of Arrival, the Angle of Arrival of the wireless signal, or
by using the Received Signal Strength Indicator measurement.
Due to time constraints, it was determined that measuring
RSSI would be the simplest to implement. The relationship
between distance and signal strength is expressed by the
equation below [5]:

d = 10
A − RSSI

10n (8)

The values of the constant A (the signal strength when d
= 1), and n (the pathloss exponent) must be determined after
calibration. The latter of which is dependant upon the qualities
indoor environment. This presents a weakness in using RSSI,
as the sensitivity of the signal when it bounces off or attenuates
through surfaces will result in a much weaker recieved signal.
A variation on (8) also applies a penalty based on the number
of walls that the signal may pass through [6], however this may
not be simple for the software to account for during runtime.

III. METHODOLOGY

A. Tools

This middleware solution was written using Java and the
Android Software Development Kit. It utilises the Android
SDK’s capability for handling Bluetooth Low-Energy connec-
tions and the services that may be provided by BLE beacons.
This middleware utilised by a consumer application with an
Android mobile device (mobile node) as a deploy target.
The mobile node will measure its distance from each anchor
node with a known position and use this to estimate its own
position. Should the method of localization provided by the
middleware be insufficiently accurate, it may be replaced by
a more suitable method.

The BLE beacons used for testing are Texas Instruments
CC2650 Sensortags. These are consumer embedded devices
that can expose a variety of onboard sensors with BLE
Services, including a temperature sensor and accelerometer.
Software that handles these services are not demonstrated
within the middleware solution, which emphasises the use of
the beacons for localization.

B. Testing

In order to demonstrate the functions of the middleware,
a test application was written using the Android SDK. This
test application demonstrates the localization service provided
by the solution and is used to qualify the reliability of the
localization.

The first test is used to calibrate the constants used in
the distance estimation calculation outlined in section II.B
of this paper. This is performed by first finding the signal
strength measured at 1 metre, then using this measurement in
the distance estimation to determine what path loss factor is
suitable. Once these constants are determined, they are utilised
in the middleware application to determine distance based on
the RSSI.

The second test for assessing localization is to simulate the
localization algorithm in Scilab to assess its quality with ideal
conditions. This means that the coordinate positions of each
anchor node and the distances are assumed to be correct. The
localization algorithm is then adapted for use in middleware
solution in Java Code. The localization algorithm used for the
middleware is a trilateration algorithm outlined in section II.A
of this paper.

The final test is to evaluate the quality of the localization
using the distance estimation constants derived in the second
test. The quality of the localization algorithm given actual
circumstances is to be assessed.

IV. ARCHITECTURE

A. Conceptual

Fig. 1. Indoor Wireless Beacon Localization Concept

The Hospital environment is populated with a wireless
beacon sensor net, which act as the anchor nodes for the
purposes of localization. The mobile node communicates with
beacons in the sensor net, identifies them and measures the
distance from each one. This may then be used to track
the position of the person within the premises of the the
Hospital, or used to aid in navigating automated beds or other
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equipment. Fig. 1 above illustrates the system used to track
an object or person (in this case, a phone) within a hospital
ward.

Each wireless beacon is an anchor node within the room.
The mobile device would be able to infer the position of each
node based on an identifier such as UUID or address. The
position estimation would then be presented to the user of the
device, or exported to a system external to the mobile device.
This external system could, for instance, be a navigation sys-
tem for autonomous beds, with the mobile node broadcasting
its position in the Hospital.

B. Execution

1) Application Stack: The software is built on the Android
SDK as a Service to be consumed by the user application or
other services. The user application could be presenting the
localization information to the user as a map, or exporting the
data to another operations system. Fig. 2 below illustrates the
application stack of the system, with the middleware solution
highlighted blue, labelled Localization Software.

Fig. 2. Application Stack

The separation of Localization Software into its own ser-
vice was to ensure that it could be reused by another user
application or other service running on the Android mobile
device.

Other Services consist of other services managed or created
by the Application that it consumes. Other than communicat-
ing with the front end application, they may also consume the
services offered by the Localization Software.

2) Services and Components: The main services to be
consumed are illustrated in Fig. 3 with the components. These
include identifying the beacons to be used for measurement;
updating the position for an identified beacon; and localizing
the position of the mobile node. These are provided by the
Localization Service component, which communicates with a
number of anchor nodes that may offer BLE services.

The User Software component is what tells the localization
service what beacon should be included in the localization
algorithm and where each of them are. This component
represents any user interface or broker that presents or exports
the localization information.

Fig. 3. Services and Components

C. Implementation

1) Localization Algorithm: The localization algorithm used

was first written in SciLab for verification. The simulation
code in Fig. 4 utilises Equations (1) through to (7), before it
is adapted into Java Code. The code was then adapted into
Java and uses the Apache Commons library for matrix math
capabilities.

1 function [x, y]=localise(node1, node2, node3)
2 an = 2∗node2(1) − 2∗node1(1);
3 bn = 2∗node2(2) − 2∗node1(2);
4 cn = node1(3) ∗∗ 2 − node2(3) ∗∗ 2 − node1(1) ∗∗ 2 + node2(1)

↪→ ∗∗ 2 − node1(2) ∗∗ 2 + node2(2) ∗∗ 2;
5 dn = 2∗node3(1) − 2∗node1(1);
6 en = 2∗node3(2) − 2∗node1(2);
7 fn = node1(3) ∗∗ 2 − node3(3) ∗∗ 2 − node1(1) ∗∗ 2 + node3(1)

↪→ ∗∗ 2 − node1(2) ∗∗ 2 + node3(2) ∗∗ 2;
8 A = [ an bn ; dn en];
9 B = [ cn; fn ];

10 val = (inv(A)∗B)’;
11 plot(val(1), val(2), ’∗’)
12 x = val(1)
13 y = val(2)
14 endfunction

Fig. 4. Scilab Localize Algorithm
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2) Class Diagram: The class diagram shown in Fig. 5
shows the class structure of the Localization Service. Service
functionality is exposed with the IBeaconService interface,
which is a outlined in an Android Interface Definition Lan-
guage file. The implementation of IBeaconService is contained
within the BeaconService class, and creates and accesses an
instance of the Beacons class to handle the creation and
management of Bluetooth connections to the beacons; and the
method of Localization.

Other vital classes include the SignalDatum class, which
represents the state of an anchor node at a single point in time,
and the SignalData class, which stores all states of connected
anchor nodes at the same point in time, which is to be exposed
to client applications.

The Localization implementation is written in the classes
DimensionTwo and DimensionThree, both of which implement
a virtual method Localize from abstract class Localiser. The
input is a collection of beacons with known positions and
distance measurements.

Fig. 5. Class Diagram

3) Packaging: The root folder of the package is split
into two branches for Android Interface Definition Language
interfaces and Java source code. The AIDL package tree is
used to define objects and service functionality that is to be
passed interprocess.

The implementation code is saved under the Java source
path. In order to utilise the Localization Service offered by
the middleware solution, the consuming Android Activity
or Service has to start the BeaconService and implement a
callback handler IBeaconServiceCallback. This callback will
handle the responses to calls to the localize method, which
can be presented in a suitable User Interface.

Fig. 6 shows the package structure for the Localization
service source code.

Fig. 6. Package Structure

V. RESULTS

A. Calibration Tests

These tests use Equation 8 for Free Space Path Loss [5]. Af-
ter determining the signal strength when the distance between
mobile and anchor node is one meter, the path loss factor in
this case is determined by measuring the signal strength when
the distance is increased to two. A spreadsheet with Equation 8
is used to find the path loss factor given the measurements at
one metre and two metres.

1) Line of Sight: Line of Sight refers to a clear path
between the mobile node and the anchor node. The beacon
and the mobile device were suspended from separate racks at
a one metre and two metre distance. The average result of 20
samples for each measurement is shown in the first row of
Table I below.

2) Room Deployment: In this test, the test beacon is placed
within an indoor office to resemble a deployed sensor net. The
beacon was taped to a wall and the signal strength readings
at one metre and two metres was recorded

B. Localization Algorithm Verification

The tests for algorithm verification were written in Scilab
using the Localization Algorithm from Fig 4 and listed in
Table II below.

Fig 7. on the next page shows the result for an ideal
measurement, where all 3 circumferences representing the

TABLE I. CALIBRATION TESTS

Calibration Test Average Signal Strength at Distance Path Loss Factor1 metre (m) 2 metre (m)
Free Space -47.45 -56.15 2.84
Room
Deployment

-61.4 -68.05 2.2

Results of Calibration Tests with Beacon
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TABLE II. LOCALIZATION VERIFICATION

Test Type Distance in metres (m) Result [x, y]A[4.0, 0.0] B[0.0, −4.0] C[0.0, 4.0]
Ideal Cir-
cumstances

4.0 4.0 4.0 0.0, 0.0

One Under-
measured

2.0 3.0 4.0 1.5,0.0

Two Under-
measured

2.0 3.0 4.0 1.06, -0.438

All Under-
measured

2.0 3.0 1.0 0.125,0.5

All Over-
measured

8.0 8.0 8.0 0.0, 0.0

Two Over-
measured

1.0 8.0 8.0 7.88, 0.0

One Over-
measured

1.0 2.0 16.0 16.1,-15.8

Results for Scilab Localization Simulation

Fig. 7. Ideal Circumstance Simulation

range measurement intersect at the exact same point. Most of
the proceeding results demonstrate a result that has minimal
reliability, apart from the sixth result, which has one measure-
ment significantly more weighted the the last. This result is
shown in Fig. 8 on the next page.

Due to the simulated distance measured for one of the
anchor nodes being far greater than the other two, it weighted
far more and produced an unreliable result. However, in
reality, there would be more than three beacons placed indoors.
Ignoring severe outliers such as those shown in Fig. 8 would
be the best course of action.

C. Integrated Testing

This test was conducted in an office indoors. The local-
ization is test for the mobile node residing at [0.0, 0.0] and
[0.0, 1.5]. Table III displays the results for these tests.

Fig. 8. One Over-measured Simulation

What is immediately noticeable in Table III is the 
unrelia-bility of the localization result. The distance 
measurements appear to fluctuate s ignificantly, re sulting 
in  an  imprecise and inaccurate reading. One solution 
would be to change the method of distance measurement 
used by the localization algorithm. One of the goals of 
the middleware solution is to provide an avenue for 
software developers to replace components of the solution 
with more suitable ones, including the distance measurement 
method.

TABLE III. INTEGRATION TEST OF LOCALIZATION SOFTWARE

Test
Coordinates

Distance in metres (m) Result
[x, y]

ErrorA[3.2, −1.5] B[−1.0, 1.0] C[0.0, −3.5]
[0.0, 0.0]

1 1.87 1.37 3.16 1.06,0.00 +1.06,+0.00
2 1.23 1.00 3.16 1.08,-0.18 +1.08,-

0.18
3 1.11 1.00 3.16 1.11,-0.19 +1.11,

-0.19
4 1.87 1.23 2.57 1.31,0.51 +1.31,

-0.51
5 1.37 1.11 2.08 1.63,0.78 +1.63,

-0.78
6 1.87 1.37 2.57 1.38,0.55 +1.38,

-0.55
[0.0, −1.5]

1 0.81 1.67 2.57 1.25,-0.45 +1.25,+1.05
2 1.69 1.69 3.51 1.38,0.22 +1.38,+1.72
3 3.51 1.23 3.16 -0.18,-

0.24
-
0.18,+1.26

4 2.57 1.11 3.51 0.77,0.26 +0.77,+1.74
5 2.08 1.11 4.33 1.57,1.16 +1.57,+2.66
6 1.69 1.23 3.90 1.52,0.72 +1.52,+2.22

Results of Localization Integration Test
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VI. CONCLUSION

This paper demonstrates a solution for a localization system 
that could be used in a Hospital environment. The 
middleware solution developed has shown a potential 
means to track persons and objects within an indoor 
environment, and can therefore be modified to be used to 
track patients, staff and equipment. Future work for this 
middleware include adapting it to aid in navigation of 
robotics, such as autonomous beds and trolleys and finding a 
more suitable method of distance estimation with wireless 
communications. For indoor scenarios, the channel model 
applied in the prediction is rather simplistic and may not 
always be able to yield accurate results. In future work we 
would like to consider the time of flight, similar to Radar 
applications taking advantages of OFDM based systems and 
for channel estimation purposes using the channel impulse 
response approach.
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Abstract—Non-orthogonal multiple access (NOMA) has
been considered as a key candidate technology for 5G wireless
systems due to its superior spectral efficiency and system
capacity. With the ever-development of wireless body sensor
networks (WBSNs) and wireless communications, supporting
real-time communications in the telemedicine communica-
tion becomes a very important challenge. In this article,
our goal is to maximize the overall system throughput by
optimizing sub-band allocation and power allocation, thereby
improving real-time performance in telemedicine communi-
cations. Assuming that the base station could obtain perfect
channel state information (CSI), we propose a suboptimal
sub-band allocation algorithm with low complexity. In the
power allocation scheme, the closed-form expressions of
power allocation factors for multiplexed users on each sub-
band are obtained based on the Karush-Kuhn-Tucker (KKT)
optimality conditions. Simulation results demonstrate that the
proposed resource allocation scheme is closest to the ideal sub-
band allocation based on exhaustive search and is superior
to other schemes.
Index Terms—Non-orthogonal multiple access (NOMA),

telemedicine communication, maximum sum rate, sub-band
allocation, power allocation

I. INTRODUCTION
With the ever-development of wireless body sen-

sor networks (WBSNs) and wireless communications,
telemedicine is becoming more and more important [1].
The widespread use of telemedicine to monitor and diag-
nose patients may be the savior of many precious lives.
Therefore, supporting real-time communications between
a patient’s WBSN and a remote server becomes a very
important challenge [2]. Future 5G wireless systems will
make significant headway on many human health issues,
such as real-time sharing of patients’ personal medical
records, robotic-assisted teletherapy, remote monitoring of
human indicators, and remote drug use [3]. As a promising
candidate key technology for 5G, non-orthogonal multiple
access (NOMA) can achieve higher spectral efficiency

This work was supported by the China’s 863 Project
(No.2015AA01A706), the National S&T Major Project
(No.2016ZX03001017), Science and Technology Program of Beijing
(No.D171100006317002),and Minitry of Education-China Mobile
Research Fund(NO.MCM20160105).

and system capacity of wireless systems. Therefore, the
use of NOMA technology in 5G wireless networks for
telemedicine communications may be a promising trend.

To date, NOMA has been widely studied in academia.
For example, [4] mainly focus on improving the design of
spectrum efficiency (SE). In [5], the authors studied the
energy efficiency (EE) optimization of downlink NOMA
systems and proposed a low-complexity sub-optimal user
scheduling algorithm. Reference [6] propose several power
allocation schemes, in which exhaustive search for power
allocation (ESPA) can achieve the best performance in
these schemes, but the computational complexity is very
high. Compared with ESPA, fractional transmit power
allocation (FTPA) get worse performance, but the compu-
tational complexity is expressively lower. In addition, in [7]
and [8], the authors obtained a closed-loop expression of
power allocation among users according to Karush-Kuhn-
Tucker (KKT) optimization conditions and proved that this
power allocation scheme can get better system performance
than other schemes.

In this paper, we are dedicated to addressing the issue
of maximizing the sum rate on the downlink NOMA wire-
less systems to support real-time communication between
patients’ WBSN and remote servers in future telemedicine
communications. Since the issue of maximizing the system
sum rate is a non-convex problem, it is too difficult to
get the global optimal solution. Therefore, with the total
system transmits power constraint and the minimum rate
of each user constraint, we use sub-band allocation and
power allocation as sum rate optimized solutions. Firstly,
we propose a sub-optimal and low-complexity sub-band
allocation algorithm. Then allocation the transmit power
between each sub-band by using FTPA. Finally, the closed-
form expressions of power allocation proportional factors
among users in each sub-band are obtained according
to KKT optimization conditions. The simulation results
illustration that the proposed resource allocation scheme
is helpful in improving NOMA performance. The results
also verify that compared with the sub-optimal matching
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for sub-band allocation (SOMSA) proposed in [5], our
proposed sub-band allocation algorithm shows comparable
performance and lower complexity.
The rest of this article is arranged as follows. We

introduce the system model of downlink multi-user NOMA
in Section II, and the problem formulation is also presented
in this Section. In Section III, we propose a suboptimal sub-
band allocation algorithm and analyze its computational
complexity. The scheme of power allocation between sub-
bands and the scheme of power allocation among users on
sub-bands are respectively proposed in Section IV, whereas
Section V shows the simulation results. In the final section,
we conclude this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model
A downlink NOMA wireless system is considered with

SIC applied at the receiver. As shown in Fig. 1, the
system total bandwidth is B, which is divided into N
sub-bands on average, and the bandwidth of each sub-
band is Bn = B/N , where n ∈ {1, 2, · · · , N} and nth
sub-band (SBn)is allocated with index n. Providing the
radius of this cell is R and BS has perfect channel state
information (CSI). As can be observed in [9], one sub-
band can serve multiple different users simultaneously.
Assuming M users are accidentally distributed in this
cell and Mn users are allocated on each sub-band, where
Mn ∈ {M1,M2, · · · ,MN}. In addition, if the total sys-
tem transmit power is Ptol and the transmit power on

SBn is Pn, where
Mn∑
m=1

Pm,n =Pn,
N∑

n=1
Pn =Ptol, where

m ∈ {1, 2, · · · ,M} and user m is allocated with index m.
Without loss of generality, we assume that the equivalent

channel gain order in the cell is sorted as |H1,n| ≥
|H2,n| ≥ · · · ≥ |HMN ,n|, the transmitted signal on SBn

can be written as

sn =
√
P1,ns1,n+

√
P2,ns2,n+ · · ·+

√
PMn,nsMn,n (1)

where sn denote the transmitted signal of SBn at the BS,
sm,n denote the BS transmit symbol of user m (Um) at
SBn, and E

[
|sm,n|

2
]
= 1. Therefore, the received signal

of Um at SBn is

ym,n = hm,nsn + ωm,n (2)

where hm,n denotes the coefficient between sm,n and Um,
hm,n = gm,n · PL(−1)(d), and where gm,n denotes the
Rayleigh fading channel gain, PL−1(d) denotes the path
loss function, d denotes the distance between the SBn

from BS to Um. Let ωm,n be the additive white Gaussian
noise (AWGN). We define the equivalent channel gain
Hm,n = |hm,n|

2
/N0Bn, where N0 is the noise power

spectral density.
With the SIC decoding order, if hi,n > hj,n and j >

i, user i will execute SIC to cancel the interference of
user j. Else user i will not execute SIC and the user j

will as interference signal for user i. Thus, the achievable
throughput of Um on SBn can be expressed as

Rm,n = Bnlog2(1 +
Pm,nHm,n

1 +
m−1∑
i=1

Pi,nHm,n

) (3)

The throughput of SBn can be expressed as (4) and the
overall system throughput can be written as (5).

Rn =

Mn∑
m=1

Rm,n (4)

R =

N∑
n=1

Mn∑
m=1

Rm,n (5)

Fig. 1. Downlink multi-user NOMA wireless system with N sub-bands.

B. Problem formulation
With the total system transmits power constraint and the

minimum rate of each user constraint, our purpose is to
maximize the throughput in NOMA wireless systems. This
optimization problem can be formulated as follows

max
Pm,n

N∑
n=1

Rn (6)

s.t.C1 :
N∑

n=1

Mn∑
m=1

Pm,n ≤ Ptol (6.1)

C2 : Rm,n ≥ Rm,n
min (6.2)

where Rm,n
min denotes the minimum data rate require-

ment for Um on SBn. Constraint C1 is the total system
tranmist power constraint of the BS and constraint C2 is
the minimum data rate requirements of each user. From
equation (6) we can see, sub-band allocation and power
allocation are affect each other. Thus, the optimization
problem of (6) is non-convex optimization problem, and
it is very hard to obtain the global optimal solution.
To get a better solution, we decompose the optimization
problem into two sub-problems: the sub-band allocation
sub-problem and the power allocation sub-problem. Firstly,
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we propose a suboptimal sub-band allocation algorithm
with a low-complexity. Then allocation the transmit power
between each sub-band allocation by using FTPA. Finally,
the closed-form expressions of power allocation propor-
tional factors among users in each sub-band are obtained
according to KKT optimization conditions.

III. PROPOSED SUB-BAND ALLOCATION ALGORITHM

In this section, the sub-optimal sub-band allocation al-
gorithm (SOSA) with low-complexity is proposed and the
computational complexity of the algorithm is also analyzed.

A. Sub-band Allocation Algorithm

With existing SIC technology of downlink NOMA sys-
tem, we can observe that the more users that are allocated
on the same sub-band, the greater complexity of imple-
menting the SIC on the receiver side. If so, the downlink
signaling overhead and false propagation due to incorrect
SIC decoding will be increased. Therefore, to make the
receiver have a lower complexity, we consider a simple
case that one sub-band is allocated only two users and each
user can only be assigned to one sub-band. This assumption
can effectively limit the error propagation and reduce the
downlink signaling overhead.
Considering two users are multiplexed on the same sub-

band, we assume M = 2N due to the complexity of the
decoding [10]. In practice, the optimal solution to sub-
band allocation is very difficult to obtain since it requires
searching all possible combinations of every two users in
the system. Therefore, we propose a sub-optimal sub-band
allocation algorithm (SOSA) with low-complexity.
Algorithm 1 describes the proposed suboptimal sub-band

allocation process. We represent SUnAll as a group of
users that have not been assigned to any sub-bands. In
the matching process, we first identify the users with the
largest channel gain and the second largest users in each
sub-band, and then sum the channel gains corresponding
to the two users. If the sum gain of sub-band n is the
largest among N sub-bands, the corresponding two users
are preferentially allocated for SBn. Until all users are
assigned, the assignment process terminates.

B. Complexity Analysis

The exhaustive search is the optimal sub-band allocation
scheme by searching for all possible pairs and selecting one
of the pairs which can obtain the maximizes the overall
system throughput, with a computational complexity of
O( (2N)!

2N ). The complexity of SOMSA which is proposed
in [5] is O(2N2). Compared with SOMSA, the proposed
sub-band allocation algorithm has a lower complexity.
By taking the natural logarithm method to compare the
complexity of SOSMA and exhaustive search, O( lnN) <
O(N lnN). Therefore, the complexity of the proposed
sub-band allocation algorithm is significantly less than the
optimal sub-band allocation scheme and less than SOMSA.

Algorithm 1 Suboptimal Sub-band Allocation Algorithm.
1: Initialize the pairing list SMatch (n) to record the
paired sub-bands and users.

2: Initialize the collection SUnAll to record users that
have not been assigned to any sub-bands.

3: while {SUnAll} �= Ø do
4: for n = 1 to N do
5: {SUnMatch

′} = {SUnMatch}
6: Each user sends a signal requesting pairing to

SBn

7: Hm1,n = arg max
m∈{SUnMatch}

Hm,n

8: Remove user m1 from SUnMatch
′

9: Hm2,n = arg max
m∈{SUnMatch

′}
Hm,n

10: Hn = Hm1,n +Hm2,n

11: end for
12: Hn∗ = arg max

n∈{1,2,...,N}
Hn

13: SBn∗ adds user m1 and m2 to SMatch (n), and
removes user m1 and m2 from {SUnMatch}

14: end while

IV. PROPOSED POWER ALLOCATION SCHEME

After the sub-band allocation is obtained from Section
III, in this section, we are committed to solving the power
allocation. Closed-form expressions of power allocation
proportional factors among users in each sub-band are
obtained according to KKT optimization conditions.

A. Sub-band power allocation scheme
Consider that two users are multiplexing on SBn, the

sum of the two user channel gains is Hn. In previous
studies, it was generally considered to divide the total
system transmits power to sub-bands with equal power
allocation (EPA) scheme [5]. According to the expres-
sion in (3), the power allocated to SBn will affect the
achieveable throughput on each sub-band. Thus, the sub-
band power allocation scheme should be optimized. To
date, the power allocation scheme of FTPA with a low
computational complexity is very mature. Therefore, we
present to assign different transmit powers to sub-bands
based on FTPA, which can be expressed as follows

Pn = Ptol

Hn

N∑
i=1

Hi

(7)

B. Sub-band users power allocation scheme
According to the abovementioned power allocation

scheme between sub-bands, the transmit power of each sub-
band is obtained. Considering two users are multiplex in
the same sub-band, the concept of NOMA with SIC of
sub-band n as shown in Fig. 2. On SBn, the center-cell
channel gain is represented by Hn

l and the edge-cell user
channel gain is represented by Hn

s, where Hn
l > Hn

s. If
the center-cell user transmit power on SBn is βnPn, thus
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Fig. 2. Downlink NOMA system with two users on each sub-band.

the edge-cell user transmit power is (1 − βn)Pn, where
0 < βn ≤ 0.5. Therefore, the throughput of the SBn can
be expressed as

Rn
l = Bn log(1 + βnPnHn

l) (8)

Rn
s = Bn log(1 +

(1 − βn)PnHn
s

1 + βnPnHn
s ) (9)

Rn =Bnlog2

(
1 + βnPnHn

l
)

+Bnlog2

(
1 +

(1− βn)PnHn
s

1 + βnPnHn
s

) (10)

According to the optimization problem (6), the overall
system throughput is the sum of the N sub-bands through-
put. Therefore, to achieve the overall system throughput
maximizes, the throughput of each sub-band must be
maximized, so the optimization problem (6) can be updated
as follows

max
Pm,n

Rn (11)

s.t.C1 : 0 < βn ≤ 0.5 (11.1)

C2 : Ri,n ≥ Ri,n
min, i = 1, 2 (11.2)

The optimization problem (11) is still a non-convex
problem, and the global optimal solution is difficult to
determine. Therefore, in our work, we find the optimal
solution that satisfies the KKT [11] optimization condi-
tions, and then the Lagrange optimization problem can be
formulated as

L (βn, λ, μ) =Bnlog2

(
1 + βnPnHn

l
)

+Bnlog2

(
1 +

(1− βn)PnHn
s

1 + βnPnHn
s

)

+ λ (0.5− βn) + μ1

(
βnPnHn

l − (ϕ1 − 1)
)

+ μ2 ((1− βn)Hn
s − βnPnHn

s × (ϕ2 − 1))
(12)

where λ, μ1 and μ2 are the Lagrange multipliers. Also,

ϕi = 2
Rmin

i,n

Bn . Taking derivatives of (11) w.r.t. βn, λ, μi,
we can write KKT optimization conditions as follows

∂L

∂βn
∗ =

BnPnHn
l

1 + βnPnHn
l
−

BnPnHn
s

1 + βnPnHn
s − λ+ μ1PnHn

l

− μ2PnHn
s − μ2PnHn

s × (ϕ2 − 1) ,

∀n = 1, 2, · · · , N,
(13)

∂L

∂λ∗
= 0.5− βn ≥ 0, ifλ∗ ≥ 0, (14)

∂L

∂μ1
∗
= βnPnHn

l − (ϕ1 − 1) ≥ 0, ifμ1
∗ ≥ 0, (15)

∂L

∂μ2
∗
=((1− βn)PnHn

s − βnPnHn
s × (ϕ2 − 1)) ≥ 0,

ifμ2
∗ ≥ 0,

(16)

From the KKT optimization conditions, the closed-form
solution of users power allocation coefficients in SBn can
be given as follows:

• If λ > 0, βn
∗ = 0.5.

• If λ = 0, μ1 > 0, μ2 = 0, βn
∗ = ϕ1−1

PnHn
l .

• If λ = 0, μ1 = 0, μ2 > 0, βn
∗ = 1

ϕ2

.
• If λ = 0, μ1 > 0, μ2 > 0, βn

∗ = ϕ1−1
PnHn

l =
1
ϕ2

.

V. SIMULATION RESULTS

In this section, we evaluated the performance of the
multi-user NOMA wireless system with the proposed sub-
band allocation and power allocation schemes. We assume
that one BS placed in the cell center with the perfect CSI.
To keep the demodulation complexity of the SIC receiver
is lower, we assume that each user can only be assigned
to one sub-band and only two users are allocated per sub-
band. For the simulation, we let the minimum data rates
for each user requirement to be equal. Table 1 shows the
detailed simulation parameters.

TABLE I
SIMULATION PARAMETERS

Parameter Name Value
No. of Subcarriers (SB) 3

No. of Users(U ) 6
Noise Power Density (No) -174dBm/Hz
Total Bandwidth (B ) 5MHz

Range of system transmit power (Ptol) 20dBm∼40dBm
Minimum rate requirement (Rmin

m,n ) 0.5Mbps
Cell Diameter (d) 500m

To compare with other schemes, we simulated the pro-
posed resource allocation scheme SOSA + FTPA + KKT,
SOSA + EPA + KKT, SOMSA + EPA + KKT and the
optimal NOMA.
Figure 3 below shows the throughput of all the com-

parison schemes. In general, as the total system transmits
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power increases, the trend of simulation curves is also
increasing.As can be observed in this figure, our proposed
scheme displays better performance than other schemes.
It is also the closest one to the optimal. In our proposed
scheme, the use of EPA for power allocation between sub-
bands shows a lower performance than using FTPA, but
the power allocation mechanism is simpler. In addition,
we also compared with the sub-band allocation algorithm
SOMSA proposed by [5] and find that the SOSA proposed
in this paper can achieve almost the same performance and
a lower complexity.
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Fig. 3. Overall sum rate evaluates against increasing system transmit
power.

VI. CONCLUSIONS

In this paper, we investigated the throughput optimiza-
tion problem of the downlink NOMA system, and propose
a low complexity sub-optimal resource allocation scheme.
Simulations demonstrate that the proposed scheme has
the closest performance to the optimal scheme and is
superior to other schemes. The results also show that

the proposed sub-band allocation algorithm can get the
comparable performance as the SOMSA proposed in [5],
and the complexity is low. In addition, system performance
obtained with EPA during sub-channel power allocation is
significantly lower than that of FTPA. In a word, the pro-
posed optimized scheme can get better system performance
with lower complexity and improve real-time performance
of telemedicine communication.
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Abstract—Sparse code multiple access (SCMA), a competitive
air-interface technology with the message passing algorithm
(MPA) employed at the receiver, has a broad application prospect.
However, the computational complexity of MPA is still an extreme
challenge for SCMA decoding. In this paper, a low complexity
multiuser detection algorithm based on avoiding redundant iter-
ations, namely Avoiding Redundant Iterations-MPA (ARI-MPA),
is proposed for the uplink SCMA system. ARI-MPA can achieve
low complexity by avoiding redundant iterations, in which the
number of iterations required is determined by the convergence
rate of codeword probability. Numerical results demonstrate that
the proposed scheme can achieve an affordable trade-off between
bit error ratio (BER) performance and decoding complexity for
the SCMA system.

Keywords—Sparse code multiple access, message passing algo-
rithm, avoiding redundant iterations, multiuser detection

I. INTRODUCTION

Medical monitoring systems employing implant vital sen-
sors or wearable and wireless communication systems will
receive more attention in the future [1]-[3]. However, various
types of sensors in a wearable vital sensor node have varying
data rates, and that the allowable communication error ratio
and the delay have higher accuracy requirements. As a re-
sult, the fifth generation (5G) mobile communication systems
should support many different types of medical services with
tighter requirements: lower latency, higher level of quality
of service and more massive connectivity. To satisfy these
demands, some potential candidates have been proposed to
address challenges of 5G, such as ultra dense network (UDN)
[4], large-scale MIMO (multiple-input multiple-output) [5],
device to device (D2D) [6], non-orthogonal multiple access
(NOMA) [7], and so on. NOMA can be a feasible solution to
meet these requirements.

Sparse code multiple access (SCMA) [8]-[10] is one of
NOMA technologies, which is commonly considered as one
promising candidate to tackle these challenges in 5G. The
major challenges of SCMA are its codebook design at the
transmitter side and decoding complexity at the receiver side.
This paper mainly focuses on the low complexity decoding
algorithm at the receiver side. Message passing algorithm
(MPA) [11] can achieve low decoding complexity, due to
exploiting the sparsity of the SCMA structure. Its decoding

complexity can be lower than maximum-likelihood (ML)
based on exhaustive method. Furthermore, MPA can achieve
the shaping gain of the multi-dimensional codebooks efficient-
ly, by combination quadrature amplitude modulation (QAM)
and sparse spreading. However, as the number of iterations
or connected users increases, the decoding complexity of the
MPA increases dramatically. To reduce the decoding com-
plexity, [12] proposed a log-domain based MPA, in which
messages are computed in log domain. The complexity is
further reduced by max-log-MPA proposed in [13]. Max-log-
MPA uses maximization operation max instead of Jacobian
logarithm max*. But it can result in some performance loss.
In [14], a low complexity MPA detection algorithm based on
edge selection was proposed, where unselected edges apply
Gaussian approximation. The authors in [15] investigated
a list sphere decoding based multiuser detection algorithm.
However, most of these works mentioned above are mainly
focused on algorithm optimization in each iteration. In this
paper, we attempt to design a low complexity detector from
the perspective of the number of iterations.

Since the convergence of codeword probability at different
time slots is different, the number of iterations required should
be different. MPA with a uniform fixed number of iterations
may have some redundant iterations. Motivated by this, an
avoiding-redundant-iterations based low complexity SCMA
multiuser detection algorithm is proposed in this paper, Avoid-
ing Redundant Iterations-MPA (ARI-MPA), which can avoid
redundant iterations by determining the optimal number of
iterations to reduce the decoding complexity. The convergence
rate of probability is defined as the codeword probability
difference of both the current iteration and the previous
iteration. ARI-MPA calculates the convergence rate of all the
codewords before the end of each iteration. If the convergence
rates of all codewords are less than the preset threshold, it
can be considered that an acceptable convergence is achieved.
These remaining redundant iterations are unnecessary to be
involved in the rest of the decoding process. Simulation results
demonstrate that the ARI-MPA can achieve a reasonable trade-
off between bit error ratio (BER) performance and complexity
for the system.

The paper has the following structure. The system model
is described in Section II. Original MPA and ARI-MPA
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algorithms are described in Section III. Simulation results are
shown in Section IV. Section V draws the conclusions.

II. SYSTEM MODEL

A SCMA encoding procedure is regarded as a mapper from
log2(M) incoming bits to complex domain codebooks, which
is the combination of modulation and sparse code spreading.
Each codebook consists of M codewords, every one of which
contains N non-zero elements and (K −N ) zeros. Each user
has a unique codebook, which is selected from the set of J
codebooks. The overloading is defined as λ = J/K .

A SCMA uplink system with J = 6 users and K = 4
resource elements (REs) is depicted in Fig.1. M = 4 dimen-
sional codebook is applied in this system. The overloading of
this system is 150%. Each log2(M) = 2 incoming binary bits
of user j are first mapped to a K = 4 dimensional codeword
xj . Then, 6 codewords are superimposed over 4 resources
elements.

y =
J∑

j=1

diag(hj)xj + n (1)

yk =
J∑

j=1

hk,jxk,j + nk (2)

The received signal at the base station side is indicated by
Equation (1). Where xj = (x1,j , ..., xK,j)

T is the codeword ,
which is mapped from log2(M) bits. hj = (h1,j , ..., hK,j)

T

is the channel vector. Vector n denotes the Gaussian noise,
of which the mean is zero and the variance is σ2. For the
k-th resource element, the received signal can be written as
Equation (2). The subscript j is the index of user, k is the
index of a RE.

III. DETECTION SCHEMES

Perfect channel state information at the receiver is assumed.
ML algorithm can be used to detect the received signal.
The most likely transmitted signal x̂ minimizes the squared
Euclidean distance:

x̂ = arg min

∥∥∥∥∥∥y −
J∑

j=1

diag(hj)xj

∥∥∥∥∥∥
2

(3)

Although the ML algorithm can achieve optimal system
performance, it has very large complexity, O(MJ ), that can
increase polynomially with the codebook size M and expo-
nentially with the number of user J .

A. Original MPA Detection Review

SCMA codewords can be decoded by MPA. MPA is an
iterative suboptimal algorithm with lower complexity than ML.
The complexity is O(Mdf ), where the df represents the num-
ber of users occupying every RE. During the decoding, soft
information of codewords are exchanging between function
nodes (FN) and variable nodes (VN) in an iterative way until
the preset number of iteration is reached. During each iteration,

two main steps are involved: FN update and VN update. For
FN update, messages from VNs are first sent to FNs. And then,
each FN calculates extrinsic information for each codeword,
and the previously received information is to be sent back to
the VNs. For VN update, the extrinsic information from VN
to FN will be updated. The two steps are defined as Equation
(4) and (5). Itfk→vj

and Itvj→fk
represent FN update and VN

update in the t-th message passing iteration, respectively.

Itfk→vj
(xj) =

∑
˜xj

 1√
2πσ

exp

− 1

2σ2

∥∥∥∥∥∥yk −
∑
m∈ξk

hk,mxk,m

∥∥∥∥∥∥
2


×
∏

l∈ξk/{j}

It−1
vl→fk

(xl)


(4)

Itvj→fk
(xj) =

∏
m∈ζj/{k}

Itfm→vj
(xj) (5)

Where ξk and ζj donate the set of non-zeros index in the
k-th row and j-th column respectively.

When the maximum iteration Tmax is reached, the soft
output for each codeword can be expressed as Equation (6).

Q(xj) =
∏
k∈ζj

ITmax

fk→vj
(xj) (6)

Last, bitwise soft output can be computed by the bit-to-
codeword mapping.

B. Proposed ARI-MPA

In the original MPA algorithm, although the maximum num-
ber of message passing iterations has been set, the decoding
process does not require so many iterations at different time
slots. Fig.2 shows the convergence of a codeword probability
in different Eb/N0 under the original MPA algorithm, where
the number of iterations Tmax is 8. When Eb/N0 = 2dB ,
this codeword only needs t = 3 iterations. However, when
Eb/N0 = 6dB , the codeword need t = 4 iterations. Thus,
these remaining (Tmax − t) iterations, regarded as redundant
iterations, should be deleted to reduce the complexity.

Based on the above existing problems, the ARI-MPA al-
gorithm can be used to reduce the complexity by avoiding
redundant iterations that may exist in each time slot. This
algorithm first obtains the convergence rate of all codewords
wt(xj). And if the wt(xj) is less than the preset threshold
hA(0 ≤ hA ≤ 1), it means that the best convergence has
been achieved. ARI-MPA with a lower threshold have a better
convergence, and can achieve a higher BER performance
gain. The definition of convergence rate can be expressed as
Equation (7), where Qt(xj) is the codeword probability of
user j.

wt (xj) =
∣∣Qt(xj)−Qt−1(xj)

∣∣ (7)
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Fig. 1. SCMA uplink system (J = 6, K = 4, M = 4)
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Fig. 2. Convergence of codeword probability under different Eb/N0 for
MPA

Based on the above analysis, the ARI-MPA algorithm can
determine the optimal number of iterations, eliminate the re-
dundant iterations effectively. The detailed algorithm is shown
in Algorithm 1. Where LLRj,i denotes soft output of the i-th
bit for user j, 1 ≤ i ≤ log2(M).

Different from the original MPA algorithm, ARI-MPA needs
to calculate the convergence rate of each possible codeword
before the end of each iteration and compare it with a preset
threshold. These operations make that ARI-MPA are more
complex at each iteration than the original MPA. However,
ARI-MPA without redundant iterations can reduce the com-
plexity in the whole decoding process. ARI-MPA algorithm
can effectively determine the optimal number of iterations and
avoid redundant iterations.

C. Complexity Analysis

The complexity of the SCMA multi-user detection algorith-
m is mainly reflected in the exponentiation and the number of
iterations.

Algorithm 1 The ARI-MPA algorithm
Input: y,H, σ2, Tmax

Output: LLRj,i

Initialization: Q0(xj) = 1/M , I0vj→fk
(xj) = 1/M

max
(
w0(xj)

)
= 1, t = 1

1: while
(
(t ≤ Tmax)&&

(
max

(
wt−1(xj)

)
≥ hA

))
do

2: for k = 1, 2, ...,K do
3: Equation (4) // FN update
4: end for
5: for j = 1, ..., J do
6: Equation (5) // VN update
7: Qt(xj) = normalize(

∏
k∈ζj

Itfk→vj
(xj))

8: Equation (7) // Calculation of convergence rate
9: end for

10: t = t+ 1
11: end while
12: for j = 1, ..., J do

13: LLRj,i = log

(∑
bxj,i

=0 Qt−1(xj)∑
bxj,i

=1 Qt−1(xj)

)
14: end for
15: return LLRj,i

The decoding complexity of original MPA and ARI-MPA
is analyzed here. To obtain hk,mxk,m(k = 1, ...,K,m =
1, ...,M), 2MKdf additions and 4MKdf multiplications
must be involved. During the process of FN update, for
one variable node, MPA need (2df + 1)Mdf−1 additions,
(df +2)Mdf−1 multiplication, and Mdf−1 exponentials. Dur-
ing the process of VN update, for one variable node, dv − 1
additions are involved. The main difference between ARI-
MPA and MPA is the process of VN update. Since this process
needs to calculate the convergence rate of the codeword prob-
ability for each iteration, extra 2MJ multiplications and MJ
comparisons are required for each iteration. The complexity of
MPA and ARI-MPA is shown in Table I, where ADD, MUL,
EXP and CMP respectively represent addition, multiplication,
exponential and comparison operations, Tmax is the maximum
number of iterations, tAslot is the number of iterations for
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ARI-MPA at different time slots, dv represents the number
of resources that occupied by every user.

TABLE I
COMPLEXITY COMPARISON

Algorithms MPA ARI-MPA

ADD
(2df + 1)MdfKdfTmax

+(dv − 2)MKdfTmax

+2MKdf

(2df + 1)MdfKdf t
A
slot

+(dv − 2)MKdf t
A
slot

+2MKdf

MUL (df + 2)MdfKdfTmax

+4MKdf

(df + 2)MdfKdf t
A
slot

+4MKdf + 2MJtAslot
EXP MdfKdfTmax MdfKdf t

A
slot

CMP 0 JMtAslot

The reduced complexity of ARI-MPA is mainly achieved by
the reduction of the number of message passing iterations. Due
to the different time slots, it is difficult to see the advantages
of complexity for ARI-MPA. To compare the complexity of
MPA and ARI-MPA precisely, the exact number of passing
message iterations for ARI-MPA must be known first. The
complexity of ARI-MPA algorithm will be further discussed
next part.

IV. SIMULATION RESULTS

In this part, the BER performance and complexity of SCMA
with MPA and ARI-MPA are evaluated. In this simulation,
J = 6 users are multiplexed over K = 4 REs, and the
dimension of codebook M = 4. The maximum number of
iterations Tmax = 5. The codebook used in this simulation is
4-dimensional codebooks in [16].

A. The BER Performance

BER performance of SCMA systems with original MPA
and ARI-MPA in an additional white gaussian noise channel
is evaluated in Fig.3. When Eb/N0 is 10 dB, the original
MPA and ARI-MPA with hA = 0.001 have the same BER
value. It can also be seen from Fig.3 that the original MPA
and ARI-MPA with hA = 0.001 have exactly the same
BER performance curves. At this time, the ARI-MPA with
hA = 0.010 has poorer BER performance than the two
mentioned above, but it is still within tolerance. However,
the BER performance of the ARI-MPA with hA ≥ 0.050
has much performance loss. From the simulations below, the
average number of message passing iterations for ARI-MPA
with hA = 0.100 is about two. However, it has a better BER
performance than the original MPA with Tmax = 2.

B. Complexity

The advantage of ARI-MPA is the elimination of redundant
iterations at each time slot. As can be seen from Table
I, the difference between MPA and ARI-MPA algorithm is
mainly reflected in the number of iterations. Therefore, we
first simulate the number of iterations under the ARI-MPA
algorithm.

The average number of message passing iterations for ARI-
MPA at different Eb/N0 is shown in Fig.4. It can be observed
from the Fig.4, that the average number of message passing
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Fig. 4. The average number of iterations of ARI-MPA under different Eb/N0

iterations of the ARI-MPA is less than the maximum number
of iterations Tmax. As can also be seen from the figure, the
average number of iterations does not have a linear correlation
with Eb/N0 . The relationship between them should be further
studied.

After obtaining the average number of iterations of the
ARI-MPA under different Eb/N0 , the complexity comparison
between ARI-MPA and MPA can be easily derived from Table
I. The computational complexity reduction ratio (CCRR) is
used to compare the complexity of these two algorithms. The
CCRR is defined as the ratio of the complexity difference,
of both original MPA and ARI-MPA, and the complexity
of original MPA. The ARI-MPA algorithm needs a certain
comparison operation, which has been neglected in this paper
due to its low complexity. Fig.5 shows the CCRR cures of
ARI-MPA over the original MPA with Tmax = 5. It can be
seen from the figure that when the is 0.001, the maximum
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CCRR value of ARI-MPA with the best BER performance is
47.86% and the minimum is 11.50%. And the CCRR becomes
larger as the value of hA becomes larger. Which all shows
the effectiveness of reducing complexity by the method of
avoiding redundant iteration.

V. CONCLUSION

In this paper, we have proposed a low complexity multiuser
detection algorithm based on avoiding redundant iterations that
can reduce the decoding complexity by removing redundant
iterations in the SCMA uplink system. Compared with the
original MPA, ARI-MPA can achieve a low decoding com-
plexity with a better BER performance. The idea based on
avoiding redundant iterations can be also applied in the log-
domain MPA, which may have a lower complexity than ARI-
MPA.
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Abstract—The least mean square (LMS) algorithm is a kind
of typical adaptive filter algorithms. The algorithm of channel
estimation algorithm based on LMS is no need to know the
characteristics of channel and noise statistics, which make full
use of channel correlation between front and back to reduce the
influence of noise on channel estimation performance. In this
paper, the LMS algorithm has been improved under the MIMO-
OFDM systems. Then, a revised method for variable step size
has been put forward, which accelerates the rate of convergence
to improve channel estimation performance preferably. The
simulation results show that the algorithm proposed in this paper
not only has the fastest convergence compared with LMS and
NLMS algorithm, but also has a better channel estimation(CE)
performance than other estimation algorithms.

Keywords—MIMO-OFDM; channel estimation; the least mean
square algorithm; variable step size; NLMS

I. INTRODUCTION

MIMO-OFDM technology is the core of the forth generation
of wireless communication(4G) technology [1], which can
support high speed data transmission and has a series of
advantages, such as decreasing frequency selective fading and
higher spectrum efficiency. High speed data transmission has
promoted the development of digital medical treatment and
smart medical treatment. Technologies such as big data, cloud
computing, virtualized radio access Network [2][3] and Inter-
net of things have been applied to the medical field. Through
digital mode, medical resources can be shared by many people
and the occurrence of diseases can be effectively reduced
and controlled. The development of modern technology lays
the foundation for people to provide a better life, This new
form of smart medical technology is formally conducive to
solving one of the most difficult problems in China, such as the
difficulty of seeing a doctor, the inefficiency of a hospital, and
the imbalance of medical resources. In MIMO-OFDM system,
accurate channel state information(CSI) is needed for space-
time coding and so on. Achieving frequent and accurate CE

is key to guaranteeing the stability and reliability of system
transmission.

Usually the CE algorithm is divided into based on the
pilot-CE and the blind-CE algorithm. The blind-CE algorithm
[4] needn’t sending pilot sequences, but using the received
information sequence to make channel estimation. The Pilot-
based channel estimation algorithm generally includes the
Least squares (LS) algorithm, Minimum Mean Square Error
(MMSE) algorithm [5], and the Linear Minimum Mean Square
Error (LMMSE) algorithm [6]. The MMSE algorithm is diffi-
cult to apply to the actual system due to the large calculation
of matrix inversion and the channel information that have to be
known (such as self-related functions). Therefore, literatures
[7][8] have studied the singular value decomposition and
discrete fourier transform(DFT) and other improved methods
respectively in order to make a compromise between calcula-
tion complexity and estimation performance.

The LMS algorithm is proposed in Widrow and Hoff
research pattern recognition. In order to solve shortcomings
of the traditional fixed-step LMS algorithm, Many domestic
and foreign scholars have made some improvements about
the algorithm. The step size factor not only controls the
convergence speed of the algorithm, but also determines the
steady-state error of the algorithm. Therefore, the step size
factor is an inconsistent amount during the iteration of the
algorithm[9][10]. In order to overcome this shortcoming, many
variable-length LMS algorithms have been proposed. Litera-
ture [11] proposed an adaptive channel tracking and estimation
method, which is a kind of channel tracking and estimation
method that doesn’t need channel statistics and based on the
LMS algorithm.

With the convergence problem in LMS algorithm, this
paper improves the step size of LMS algorithm, and puts
forward a MIMO-OFDM channel estimation method on the
improved LMS algorithm. This method does not require the
channel statistics and the transcendental channel information,
moreover, there is faster convergence and higher accuracy to
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reach target of tracking effectively. At the same time, it reduces
the complexity of the implementation by avoiding the inverse
matrix of the matrix. If put the method into to intelligent
medical treatment and digital medical treatment will benefit
the modernization of medical service where be improve in
our country.

II. THE IMPROVED VARIABLE STEP SIZE LMS ALGORITHM

A. System model

MIMO-OFDM system model based on the STBC descrip-
tion of typical is shown in Fig.1.

Fig. 1. MIMO-OFDM system model

In MIMO-OFDM system, there are Nt transmitting an-
tennas and Nr receiving antennas. firstly, transmitting an-
tennas modulates a binary data bit stream {b[n, k] : k =
0, 1, ..., },then Nt parallel data streams are generated through
the MIMO encoder and modulated into a signal of OFDM
{xi[n, k] : i = 0, 1, ..., Nt; k = 0, 1, ...} which is sent out by
different antennas. At the receiver, the signal of each receiving
antenna is the sum of multipath signals and noise, which is
denoted as {yj [n, k] : i = 0, 1, ..., Nr; k = 0, 1, ...}.

So, system model can be written as

Y = HX +Z (1)

where X is a matrix with value of pilot signal on its
diagonal, H is channel transfer function, Z is Gaussian noise
vector, Y is received signal vector.

B. The LMS algorithm

Adaptive system can rely on a certain pre-determined cri-
teria, without knowing the priori knowledge of the statistical
properties of the input signal. It adjusts the parameters of the
filtering system automatically to achieve the optimal filtering
under this criterion.

The LMS algorithm is developed on the basis of Wiener
filtering, according to the idea of the steepest descent method.
The method is simple which neither need calculating the
correlation function nor need inverse matrix. The rule of LMS
algorithm is to minimize the mean square error between actual
output from filter and desired output. The block diagram is
shown in Fig.2.

The LMS algorithm is summarized as follows[12]

Fig. 2. Self-adaption algorithm schematic diagram

Step 1:Initialization w(0) = 0 ;
Step 2:Renew: n = 1, 2, ...

e(n) = d(n)−wHx(n) (2)

w(n) = w(n− 1) + µe∗(n)x(n) (3)

(1) if µ = C, C expression constant, is called the basic
LMS algorithm.

(2) if µ = α
β+xH(n)x(n)

, α ∈ (0, 2), β ≥ 0, is called NLMS.
In the formula above, x(n) is the input vector; w(n) is

the tap weight vector; e(n) is the estimation error at n time
of filter; d(n) represents the desired signal; µ stands for the
step-size.

The step size parameter µ in LMS algorithm determines the
renewal amounts of the tap weight vector at each iteration. It
is also the key parameter which can effect the convergence
rate.

C. The improved variable step size LMS algorithm

The classical LMS algorithm is easy to implement due to
the simplicity and low complexity. However, there is a conflict
between the steady state error and the convergence rate. In
order to obtain a faster convergence rate under the premise of
convergence, the step size factor µ should set larger. The large
step size factor is, the large steady state error is. Thus, this
results a decrease in accuracy. On the contrary, the smaller
the steady state error is, the slower the convergence rate is. In
order to solve the contradiction, the convergence factor with
variable step size is adopted. The algorithm replaces the fixed
length µ with the variable µ(k). We adopt a larger step size in
order to obtain faster convergence speed and tracking speed at
the beginning of the algorithm. Then, the step size is decreased
gradually for a smaller steady state error.
h(k) = [h0(k),h1(k), ...,hM−1(k)] is the channel im-

pact response of the unknown system, and M repre-
sents for the number of taps in the filter, ĥ(k) =
[ĥ0(k), ĥ1(k), ..., ĥM−1(k)] represents the channel impulse
response estimation at the time of k. Then the LMS is updated
to

ĥ(k + 1) = ĥ(k + 1) + µ(k)e(k)x(k) (4)
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In the formula above, d(k) represents the desired signal, (•)
represents the inversion of vector, µ(k) is variable step size,
e(k) is the error between the desired signal and the output
signal, z(k) is noise signal, which is

d(k) = e(k) + s(k) (5)

s(k) = xT (k)ĥ(k) (6)

d(k) = xT (k)h(k) + z(k) (7)

The excess error is defined as

η(k) = e(k)− z(k) (8)

and the deviation is defined as

γ(k) = h(k)− ĥ(k) (9)

Substituting equation (5), equation (7) and equation (9) into
equation (8), the relationship between the excess error and the
deviation vector can be formulated as

η(k) = γ(k)Tx(k) (10)

To derive the optimal step size, we make those assumptions
as follows:

A.1. Step size µ(k) and e(k), x(k) and η(k), are indepen-
dent of each other.

A.2. The noise z(k) and the excess error signal η(k) are
independent.

A.3. The input signals are statistically fixed and ∥ v ∥2 can
be approximated as a constant Mσ2 , ∥ • ∥2 is the square
Euclidean mode operation.

The optimal step size of the LMS algorithm formulated
in [13] is defined as the value which can obtain the largest
decrease of the MSD E{∥ γ(k) ∥2} at each iteration. The
largest decrease of the MSD is obtained by maximizing
f(k) = E{∥ γ(k) ∥2} − E{∥ γ(k + 1) ∥2}.

f(k) =− µ2(k)E{e2(k)∥x(k)∥2}
+ 2µ(k)E{e(k)γT (k)x(k)}

(11)

substituting equation (10) into equation(11), we obtain
equation (12) as follows.

f(k) =− µ2(k)E{e2(k)∥x(k)∥2}
+ 2µ(k)E{e(k)η(n)}

(12)

By setting ∂E{∥γ(k)∥2} − E{∥γ(k + 1)∥2}/∂µ(k) = 0
The best step size is expressed as

µopt(k) =
E{e(k)η(n)}

E{e2(k)∥x(k)∥2}
(13)

Utilizing A.2 and A.3, Substituting the equation (8) into the
equation (13) obtained the optimal step size

µopt(k) ≈
E{η2(k)}

∥x(k)∥2E{e2(k)}
(14)

Theoretically, optimal step size come up by equation (14)
gives the general guidance for the design of the variable step

size LMS algorithm, but the algorithm is impractical because
the noise and its power are difficult to be obtained.

To deal with this problem, use A.2 to substitute equation
(8) into equation (15), Then, equation (14) can be rewritten
as:

µopt(k) ≈
E{η2(k)}

∥x(k)∥2(E{z2(k)}+ E{η2(k)})
(15)

Taking advantage of A.3, equation (15) is rewritten as

µopt(k) ≈
E{η(k)xT (k)

∥x(k)∥2

η(k)x(k)
∥x(k)∥2 }

∥x(k)∥2[E{z2(k)}
∥x(k)∥2 + E{η(k)xT (k)

∥x(k)∥2

η(k)x(k)
∥x(k)∥2 }]

(16)
Then, variable step size could be calulated by approximating

the term E{z2(k)}
∥x(k)∥2 as C,and the termE{η(k)xT (k)

∥x(k)∥2

η(k)x(k)
∥x(k)∥2 } as

∥g(k)∥2

µopt(k) ≈
µmax∥g(k)∥2

∥x(k)∥2(C + ∥g(k)∥2)
(17)

where

g(k) = λg(k − 1) + (1− λ)
x(k)

∥x(k)∥2
e(k) (18)

In the formula above, g(0) = 0 and λ is smoothing parameter
that close to 1. µmax is fixed step size which is set as 1.

III. THE MIMO-OFDM CHANNEL ESTIMATION METHOD
BASED ON IMPROVED LMS ALGORITHM

A. The LS algorithm

The LS algorithm whose estimator is unbiased. The algo-
rithm only needs one multiplication when it estimate the fading
coefficient of each channel. The disadvantage is that affected
by the noise greatly. It is one of several basic estimation
algorithms with low computational complexity. At the same
time, its channel estimation accuracy is not too low, and it can
meet the requirements of the actual communication system.
Therefore, it has become one of the most commonly channel
estimation algorithms.

Define the cost function as shown in the formula (19)

J(H) = min(Y −HX)H(Y −HX) (19)

∂J(H)

∂H
= 2XH(Y −HX) (20)

By setting ∂J(H)/∂H = 0, the channel estimation formu-
la can be express

HLS = X−1Y (21)
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B. MIMO-OFDM channel estimation method based on im-
proved LMS algorithm

In this paper, the adaptive channel estimation algorithm is
derived from the LMS adaptive estimation algorithm. It makes
the most of step size as the key to convergence rate and the
characteristic of low computational complexity on the LMS
adaptive algorithm. This method major includes the following
steps.

Step.1: Using the LS to estimate the frequency domain, the
estimated results can be expressed as

HLS(k) =
Y (k)

X(k)
(22)

where Y (k) represents the receiving pilot signal, and X(k)
represents the pilot sequence signal.

Step.2: Transform the gained channel frequency response to
the time domain:

h(k) = IDFT [HLS(k)] (23)

Step.3: Obtain the initial channel estimation to carry out
adaptive filtering and calculate the estimated error e(k).

Step.4: Adjust the adaptive weights according to the im-
proved variable step size.

ĥ(k+1) = ĥ(k)+
µmax ∥ g(k) ∥2

∥ x(k) ∥2 (C+ ∥ g(k) ∥2)
e(k)x(k) (24)

Step 5: Repeat Steps.3 and Steps.4 until the algorithm
converges.

Step 6: Then the interpolation process, to obtain the entire
data channel estimation results.

IV. SIMULATION RESULTS AND ANALYSIS

The simulation parameters are set as follows:the MIMO-
OFDM system used in this simulation is configured as 2*2;
the loop prefix is 16; the total sub-carrier number is 64; the
number of pilot frequencies is 16, and is modulated by QPSK.
The bandwidth is 20MHz and the carrier spacing is 312.5 kHz;
the simulation channel is the Rayleigh fading channel of Jakes
model; the number of channel taps is 6; FFT/IFFT sampling
point is 512; Multi-antenna empty time code samples STBC
encoding. The noise is named Gaussian, whose mean value is
0 and the variance is 0.01. The tap length is set to M = 8;
µmax is set to 1; λ is set to 0.999 and C is set to 2 ∗ 10−4.

The algorithm comparison Fig.3 shows that the proposed
algorithm in this paper needs fewer iterations to achieve the
optimal solution compared with LMS and NLMS algorithm.

As can be seen from the Fig.4, with the SNR increasing
gradually, the estimation performance of the adaptive algo-
rithm based on variable step size proposed on this article is
superior to the traditional LS algorithm and the LMS adaptive
algorithm, and approximates the optimal MMSE algorithm.
But because the proposed algorithm neednt channel statistics
and transcendental state information, the algorithm has better

Fig. 3. Algorithm convergence comparison diagram

Fig. 4. Comparison of channel estimation MSE performance

applicability than MMSE algorithm which has higher com-
plexity. so it is more suitable for time-varying fading channel
on the harsh environment.

V. CONCLUSIONS

A novel estimation algorithm of variable step size adap-
tive channel has been put forward in this paper. Through
the mathematical derivation and simulation, this algorithm
can significantly reduce the MSE of the channel estimation
and computational complexity under the premise that does
not require any channel statistical information and priori
information. In addition, the multi-antenna space-time coding
technique is also combined, which has great significance to
MIMO-OFDM system channel estimation.
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Abstract—With the development of mobile communications
and the Internet of Things, non-orthogonal multiple access (NO-
MA) may be one of the candidates for 5G. In the uplink NOMA
system, there are a large number of connected users with multi-
user detection, fewer active users and sparse signals in a certain
time duration. In this paper, we propose a compressive sensing
based multi-user interference cancellation (CS-IC) method to
detect the active users and data of the grant-free non-orthogonal
multiple access (GF-NOMA) system. It greatly reduces the
signaling overhead and control transmission delay, because the
active users do not send the active status information to the
base station and do not need to interact with the base station in
advance. Simulation results show that the proposed CS-IC multi-
user detection can obtain much better BLER performance than
the IC and MMSE-IC multi-user detection, greatly improving
the spectrum efficiency.

Keywords—5G; Non-orthogonal Multiple Access; Grant-free;
Compressive Sensing; Interference Cancellation; Multi-user De-
tection

I. INTRODUCTION

In order to support the development of the mobile Inter-
net and the Internet of Things, the fifth generation mobile
communication system(5G) will gradually become the primary
scheme for the wireless network access of human to human,
machine to human and machine to machine communications
in the future [1].The 5G will support three typical scenarios,
including enhanced Mobile Broadband (eMBB), mass Ma-
chine Type Communication (mMTC) and Ultra-Reliable and
Low Latency Communications (URLLC) [2].Wise Information
Technology of 120(WIT120)is a typical application of 5G
low latency communications. WIT120 utilizes new sensors,
Internet of Things, cognitive radio [3][4]and other technolo-
gies combined with modern medical concepts. Through the
5G network, doctors use handheld Personal Digital Assistant
(PDA) to connect various medical instruments conveniently.

Multiple access is a way to achieve multi-user communica-
tions using common channels. Multiple access is one of the
core technologies of the wireless physical layer. Frequency
Division Multiple Access (FDMA) in the first generation of
mobile communication system (1G), Time Division Multiple
Access (TDMA) in the second generation mobile communi-
cation system (2G), Code Division Multiple Access (CDMA)

in the third generation mobile communication system (3G),
and Orthogonal Frequency Division Multiple Access (OFD-
MA) in the fourth generation mobile communication system
(4G) adopts orthogonal resource allocation. For 2020 and
the future, 5G not only needs to improve system spectrum
efficiency, but also needs to have the ability to support massive
equipment connection. Resource utilization of 5G multiple
access technology must be more flexible and efficient. Non-
orthogonal multiple access (NOMA) technology is proposed
in this context.

In Orthogonal Multiple Access, the number of users is
limited by the amount of available orthogonal resources and it
is difficult to meet the requirements of large-scale connection
in the 5G system. However, Non-orthogonal multiple access
breaks shackles of the orthogonality of resource allocation
[5]. Digital imaging equipment, such as CT, MRI, CR, DR
and ECT, are the main parts of the digitization of medical
equipment that forms a 5G non-orthogonal network. Medical
institutions provide real-time access to disease data through 5G
non-orthogonal information exchange platforms. By introduc-
ing non-orthogonal resource allocation and controllable inter-
ference, NOMA achieves the efficient use of limited resources
at the expense of appropriately increasing the complexity to
meet the high spectral efficiency and mass connection need in
5G networks.

In 5G, the target of uplink and downlink user delay should
be 0.5ms, and the reliability requirement of a 32-byte transmit
data packet is that the user waiting time is 1ms [6]. In [7][8],
NO Stack framework could reduce the signaling and delaying.
In the uplink grant-free Non-orthogonal Multiple Access (GF-
NOMA) system, users could transmit data randomly. With
proper resource pre-configuration and the corresponding multi-
user detection algorithm, extra signaling overhead and trans-
mission delay introduced by uplink requests and downlink
resource scheduling be reduced. WIT120 introduced GF-
NOMA system, effectively reduced the transmission delay
of the system and implemented preventive verification and
monitored sensitive data. In [9], a Partial Marginalization
(PM) detection is proposed, which can achieve the BLER
performance of Message Passing Algorithm (MPA) with low
complexity. In [10], a priori judgment of the high confidence
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user is proposed, which simplifies the receiver detection algo-
rithm. In [11], an iterative algorithm is proposed to reduce
the complexity. In [12][13], MMSE-IC detection algorithm
was proposed, which can reduce the receiver complexity by
abolishing the search process and finding the minimum value
estimated in Soft Bit Information (SBI). In this letter, we put
forward a compressive sensing-based multi-user interference
cancellation (CS-IC) method to detect the active users and
information of the GF-NOMA system.

The rest of the paper is organized as follows. In Section II,
we introduce the uplink NOMA system model and analysis the
grant-free design scheme. The signal reconstruction algorithm
and the proposed CS-IC detection method are illustrated in
Section III. The algorithm BLER performance, delay charac-
teristics, and simulation results are analyzed in Section IV. In
Section V, we discuss the possible future research directions
in grant-free NOMA briefly. Finally, Section VI concludes this
paper.

II. SYSTEM MODEL

A. Uplink NOMA System Model

We consider the ideal symbol synchronization without chan-
nel coding in the uplink of a single-cell GF-NOMA sys-
tem.There are totally K users and one base station (BS), and
the activity of the user is η, the number of active users at the
same time is ηK. As shown in Fig.1, active users are sparse.
The active users communicate with the base station through
a wireless multipath channel, and the noise is Gaussian white
noise.

Fig. 1. Sparse user scenes

In this system, the transmission symbol of the active
user is non-zero, and the transmission symbol of the in-
active user is zero. Then the transmission symbol vector
X = [x1, x2, ..., xK ] of the entire system is sparse.All active
users are transmitted on N orthogonal OFDM subcarrier-
s. System model shown in Fig.2. The reception signal is
y = [y0, y1, ..., yN−1] . ak = [a0,k, ..., aN−1,k] and v =
[v0, v1, ..., vN−1] represent the kth user’s influence signal and
noise vector respectively. Assuming that all users are precisely

aligned in time. The discrete form of the received signal for
all user signals is

y =
K∑

k=1

akxk + v

= Ax+ v

(1)

Where A = [a1, a2, ..., aK ]T is vector that affects the
received signal, x = [x1, x2, ..., xK ]T is transmission symbol,
and v ∼ CN(0, σ2IN ).

Fig. 2. Uplink GF-NOMA system model

The influence signal vector ak of the user k is a con-
volution of the new spreading sequence s

′

k and the instan-
taneous channel response hk formed by the user k after
being mapped. The channel response length is L, denoted as
hk[h1,k, h2,k, ..., hL,k] ∈ CL×1.The influence signal vector ak

of user k can be expressed as

ak = hk ∗ s
′

k

=



h1,k · · · 0 · · · 0
h2,k · · · 0 · · · 0

... · · ·
... · · ·

...

hL,k · · ·
... · · ·

...
0 · · · h1,k · · · 0
0 · · · h2,k · · · 0
... · · ·

... · · ·
...

0 · · · hL,k · · · h1,k





s
′

1,k

s
′

2,k
...
...

s
′

N−L,k

s
′

N−L+1,k
...

s
′

N,k


(2)

The new spreading sequence s
′

k of user k is formed by the
unique mapping of shared initial spreading sequence sk by
user k .

B. Grant-Free Design

For the grant-free transmission in NOMA, the user does not
need to send a Scheduling Request (SR) / Buffer Status Report
(BSR), and the base station does not need to feedback the u-
plink scheduling. Therefore, the non-scheduling can eliminate
the SR / BSR and uplink scheduling related delay, and only
keep sending and receiving delay.

On grant-free based transmission for NOMA, the resource
utilization can be separated from grant-based transmission.
For grant-free UE, because of non-centralized scheduling, the
access resource is uncertain. Therefore, if more than one UE
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randomly select the same access resource for the uplink trans-
mission and use the same signature, such as code,sequence,
or demodulation reference signal, collision will occur, as
illustrated in Fig.3. As a result, the data of multiple users will
be overlap together and the receiver would have difficulty to
recognize the transmission data and then retransmission would
be introduced.

Fig. 3. Grant-Free transmission for two users

In the premise of effective control of user conflicts, uplink
grant-free transmission can achieve lower signaling overhead
and latency. Therefore, grant-free is used in NOMA systems
to achieve stringent latency requirements and reduce overhead
in the case of sparse packet transmission. The key to achieve
uplink grant-free transmission is the corresponding transmis-
sion format and flow. Fig.4 is a set of preamble, uplink control
channel and data transmission format design.

- Preamble: used for BS to detect UL signal transmis-
sion. Preamble sequence may be different depending on
whether Random Access Channel (RACH) procedure is
completed or omitted.

- UL control channel: used to carry ID to identify UE,
buffer status report, UL control information, etc. A robust
channel design against a collision may be necessary.

- Data transmission: to carry URLLC data and small pack-
et. Collision handling for data channel may be needed.
For example, code division multiplexing (CDM) and non-
orthogonal multiplexing can be considered.

Fig. 4. Example of transmission format for RACH-less and UL grant-free
transmission

III. MULTIUSER DETECTION BASED ON CS-IC
A. Signal Reconstruction

In 5G, some users typically transmit their data with high
probability in neighboring time slots, and resulting in a
temporal correlation of active user sets in multiple sequential
time slots [14]. Further, the received signals of reconstruction
signals x = [x[1], x[2], ..., x[M ]] is y = [y[1], y[2], ..., yM ] in
M continuous time slots. According to formula (1) get

y[m] = H [m]x[m] + v[m],m = 1, 2, ...,M (3)

where H [m] is the channel response matrix in the mth
time slot, which can be changed in different time slots. The
CS detection problems can be written as formula (2). And
the sparsity of X is measured by the number of non-zero
elements, and the support of x[m] is express as

J [m] = ∥X∥0
= {k : x

[m]
k ̸= 0}

(4)

which denotes the index set of nonzero elements in x[m].
CS detection methods are mainly divided into three categories:
convex optimization, greedy tracking and combination algo-
rithm.

Compressive Sampling Matching Pursuits (CoSaMP) Algo-
rithm flow is as follows, where ri is the residual signal, i
is the quantity of iterations, ∅ represents the empty set, Λi

represents the set of indices for the i th iteration, αj represents
the j th column of the matrix A, θ represents the sparse signal,
Φ is the observation matrix, Ψ is the transformation matrix,
and A is the sensing matrix.

Algorithm 1 CoSaMP Algorithm
Input: (1)M ×N sensor matrix is A = ΦΨ;

(2)The observation vector of the N × 1 dimension is y
Output: (1)The coefficient estimates θ̂;

(2)The residuals N × 1 dimensional is rk = y −Akθ̂k
1: Initialization: r0 = y, Λ0 = ∅, A0 = ∅, i = 0.
2: Calculate u = abs[ATri−1]
3: Assume Λi = Λi−1 ∪ J0

4: Ai = Ai−1 ∪ αj (for all j ∈ J0).
5: Find the least squares solution of y = Aiθi : θ̂

= argmin ∥ y −Aiθi ∥= (AT
i Ai)

−1AT
i y.

6: θ̂iS = max{θ̂i, 0 < i < N}
7: ÂiS = max{Âi, 0 < i < N}
8: update Λi = ΛiS .
9: ri = y −AiS θ̂iS = y −AiS(A

T
iSAiS)

−1AT
iSy

i = i+ 1.
10: if i < K

return (2)
11: else if i > K or ri = 0

return (7)
12: end if
13: end if
14: The reconstruction θ̂ has a non-zero item at ΛiS .

In [15], the statistics of mobile traffic during busy hours
show that the actual number of active users is relatively small.
In addition, some users typically transmit their information in
neighboring time slots with a high probability, which results
in a time-dependent group of active user groups in multiple
sequential time slots.

B. CS-IC Detection

In order to achieve signal recovery by exploiting the tem-
poral correlation of active user sets, the support set of the
(m + 1)th slot can be obtained according to the active user
support set of the mth slot (m = 1, 2, ...,M−1). Accordingly,
we propose the CS-IC multi-user detection to detect active
users and data with compression sensing technology.

At the receiver using multi-user IC detection technology,
can effectively reduce the system complexity and transmission
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delay.According to the Algorithm 1, the iteration signal is
updated, and the support set of the ith iteration of the active
user on the mth time slot is

Γ̂[m][i] = Γ̂[m][i−1] ∪ argmax|(h[m]
k )Hr[m][i−1]|2 (5)

r[m][i] = y[m] −H
[m]

Γ̂[m][i]
x̂[m][i] (6)

Where h
[m]
k is the kth column of H [m]

Γ̂[m][i]
. Taking the joint

sparse of data as the standard, we could select the subspace
that can accurately reconstruct the original station data. The
Restricted Isometry Property (RIP) was introduced to assess
the reliability of sparse signal reconstruction and compression.
By CS quantization, the jth constraint equidistance constant
of the observation matrix is set to ξj(0 ≤ ξj ≤ 11) then

(1− ξj) ∥ x ∥22≤∥ Hx ∥22≤ (1 + ξj) ∥ x ∥22 (7)

x̂[m][i] = (H
[m]

Γ̂[m][i]
)†y[m] (8)

After obtaining the updated active user set, the sparse
transmitted signal vector in the mth slot is recovered by
the Least Squares (LS). The CS-IC takes into account the
user’s sparsity, making the detected data and the original
data minimum error. According to CS-IC detection method
combined with the formula (7)(8) can be error signal

∥ x̂− x ∥2 ≤∥ xΓ̂ −H†
Γ̂
∥2 + ∥ xΓ\Γ̂ ∥2

= λ ∥ v ∥2
(9)

Where ∥ v ∥2 is noise power,
λ =

2+
√
S+ξ2S+1+ξ22S+1

ξ2S+1(1−ξ2S+1) is a constraint.

IV. PERFORMANCE ANALYSIS

In this section, the proposed algorithm is compared with the
traditional IC algorithm and the classic MMSE-IC algorithm.
Parameter settings in TABLE 1. According to the standard
of LTE-Advanced, the number of consecutive slots is set to
M = 7 [16].

As can be seen from Fig.5, the BLER performance of
MMSE-IC and CS-IC are obviously better than that of IC
when 0dB < SNR < 16dB. With SNR increases, CS-IC
gets better and better BLER performance gain than MMSE-
IC algorithm.

For the application scenarios with high reliability and low
latency in the future 5G, this paper performs further delay
detection for the CS-IC and MMSE-IC algorithms, mainly in
the running time of the algorithm, and the result is shown in
Fig.6. In the case of a certain length of the spreading code,
the running time of the CS-IC detection is much lower than
that of the MMSE-IC algorithm. When the number of users
covered by single BS is K = 160, the CS-IC detection method
is operated at a speed of 54%. Analysis shows that this method
effectively improves the performance of the grant-free system.

TABLE I
SIMULATION PARAMETERS

Parameter Value
Carrier frequency 2GHz
System bandwidth 10MHz

Scheduling Grant free
Spreading matrix Toeplitz matrix
Channel coding LTE Turbo 1/2

Modulation QPSK
Max HARQ 1

Channel model Uma
Channel estimation Ideal

Overload factor 200%

Fig. 5. Three kinds of interference cancellation algorithm

V. FUTURE RESEARCH

Based on our current probe and ponder, the further research
can be executed from the following possible directions.

A. Grant-Free for URLLC

1) Study how to meet wireless access network requirements
on latency and reliability using at least one HARQ
retransmission for DL data and UL data.

- Further study TTI duration and achievable latency
based on at least one retransmission.

- Further study details of HARQ operation in DL and
UL taking into account reliability of overall HARQ
signaling procedure (control, data and feedback
channels).

2) This does not preclude studying single transmission
to meet the wireless access network requirements on
latency and reliability.

B. Further Performance Evaluation of UL Grant-Free NOMA

1) Collision of time/frequency resources from differ-
ent UEs, solutions potentially including code, se-
quence,interleaver pattern.
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Fig. 6. Algorithm run time comparison

2) Multiuser detection based on dynamic CS receiver.
By designing the measurement matrix reasonably, the
perceptual matrix is directional, which can effectively
restrain the noise interference and improve the recon-
struction performance of sparse signals under low SNR.
And developing own CS reconstruction algorithm based
on CoSaMP.

VI. CONCLUSIONS

This paper has mainly studieds the IC based CS multi-user
detection method for uplink GF-NOMA system. The method
utilizes the temporal correlation of active subscriber sets to
enable active users and data detection in the uplink GF-NOMA
system within multiple contiguous time slots. Furthermore,
the simulation results have shown that the CS-IC detection
method can get better BLER performance than the MMSE-
IC detection algorithm when the active users are sparse in
the uplink GF-NOMA system. Simultaneously, the simulation
results have revealed that the algorithm also achieves a great
advantage in operation efficiency. Overall, the CS-IC is an
efficient method of multi-user detection.
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